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Fig. 28B

Fig. 28A
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APPARATUS, USER INTERFACE, AND
METHOD FOR AUTHORING AND
MANAGING LESSON PLANS AND COURSE
DESIGN FOR VIRTUAL CONFERENCE
LEARNING ENVIRONMENTS

BACKGROUND
Field of the Invention

This invention relates generally to the field of computer
systems. More particularly, the invention relates to an appa-
ratus, user interface, and method for building course and
lesson schedules.

Description of the Related Art

“Web conferencing” or “virtual conferencing” refers to
various forms of online collaborative services including web
seminars, webcasts, and peer-level web meetings. Web con-
ferencing systems today support real-time audio and video
streaming between participants, typically under the coordi-
nation of a central web conferencing server. Applications for
web conferencing include online classrooms, meetings,
training sessions, lectures, and seminars, to name a few.

BRIEF DESCRIPTION OF THE DRAWINGS

A better understanding of the present invention can be
obtained from the following detailed description in conjunc-
tion with the following drawings, in which:

FIG. 1 illustrates an exemplary system architecture on
which embodiments of the invention may be implemented;

FIG. 2 illustrates one embodiment of a graphical user
interface (GUI) which includes a center or primary speaker
region and a speaker queue;

FIG. 3 illustrates one embodiment of an architecture for
selecting breakout groups;

FIG. 4 illustrates a class initialization graphic for provid-
ing a participant entry into a virtual classroom;

FIG. 5 illustrates an exemplary pre-class discussion
region including video images of participants;

FIG. 6 illustrates a group of students connecting to the
virtual classroom using a shared projector;

FIGS. 7A-B illustrates one embodiment of the graphical
user interface as a professor or other moderator joins the
virtual classroom;

FIG. 8 illustrates a visual display of materials used by the
speaker and a smaller video region for the speaker;

FIG. 9 illustrates a professor or teacher meeting with a
student during office hours;

FIG. 10 illustrates visual results of a question on which
participants have voted;

FIG. 11 illustrates one embodiment in which content is
displayed on top of the primary speaker region;

FIG. 12 illustrates one embodiment of a graphical user
interface comprising two current speaker regions;

FIG. 13 illustrates one embodiment of a graphical user
interface for a touch screen device;

FIG. 14 illustrates one embodiment of a graphical user
interface for initializing a breakout group;

FIGS. 15A-B illustrate exemplary breakout group mate-
rials, annotations made to the materials, and video images of
participants;

FIGS. 16A-C illustrate an exemplary graphical user inter-
face comprising multiple speaker regions, and a region for
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evaluating student performance data when visiting a profes-
sor or teacher during office hours;

FIG. 17 illustrates an architecture for synchronizing state
between clients in accordance with one embodiment of the
invention;

FIG. 18 illustrates additional details of the exemplary
architecture for synchronizing state between clients;

FIG. 19 illustrates one embodiment of an architecture for
distributing audio and video among participants;

FIG. 20 illustrates one embodiment of an architecture for
storing and replaying video and audio captured during a
class or other virtual conference type;

FIGS. 21A-B illustrate embodiments of a graphical inter-
active timeline;

FIGS. 22A-B illustrate different logic and processes for
generating an interactive timeline in accordance with one
embodiment of the invention;

FIG. 23 illustrates an exemplary lesson plan in a human-
readable format;

FIG. 24 illustrates an exemplary interactive timeline and
a mapping between a YAML representation and the inter-
active timeline;

FIGS. 25A-C illustrate embodiments of a graphical
design interface for designing interactive timelines;

FIG. 26 illustrates one embodiment of an architecture for
generating a graphical interactive timeline;

FIG. 27 illustrates how functions associated with a seg-
ment of a timeline may be synchronized with clients par-
ticipating in a virtual conference;

FIGS. 28A-C illustrate an interactive timeline displayed
on a secondary display in accordance with one embodiment;

FIG. 29 illustrates a computer system in accordance with
one embodiment of the invention.

FIG. 30 illustrates an exemplary decision support module
employed in one embodiment of the invention;

FIG. 31 illustrates an exemplary graphical user interface
for identifying students recommended for participation;

FIG. 32 illustrates a method in accordance with one
embodiment of the invention;

FIG. 33 illustrates an example feedback provision module
configured to providing assessment of participants based on
defined learning outcomes;

FIG. 34 illustrates an example event timeline chart;

FIG. 35A illustrates an example event list;

FIG. 35B illustrates an example event list;

FIG. 36 illustrates an example event filter control;

FIG. 37A illustrates an example user interface for select-
ing a learning outcome;

FIG. 378 illustrates an example user interface for select-
ing a learning outcome;

FIG. 37C illustrates an example user interface for select-
ing a learning outcome;

FIG. 38 illustrates an example evaluation rubric;

FIG. 39 illustrates an example user interface for evaluat-
ing a participant’s contribution;

FIG. 40 illustrates an example user interface for evaluat-
ing a participant’s contribution;

FIG. 41 illustrates an example user interface for evaluat-
ing a participant’s contribution;

FIG. 42 illustrates an example user interface for a par-
ticipant to review evaluations;

FIG. 43 illustrates an example user interface for a par-
ticipant to review evaluations;

FIG. 44 illustrates a flow diagram of an example process
of creating and maintaining a debate in web conferences;

FIG. 45 illustrates an example discussion support module
configured to support discussion in web conferences;
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FIG. 46 illustrates an example user interface for creating
a discussion;

FIG. 47 illustrates an example user interface for creating
a discussion;

FIG. 48 illustrates an example user interface for creating
a discussion;

FIG. 49 illustrates an example user interface for creating
a discussion;

FIG. 50 illustrates an example user interface for creating
a discussion;

FIG. 51 illustrates an example user interface for evaluat-
ing a discussion participant;

FIG. 52 illustrates an example user interface for evaluat-
ing a discussion participant;

FIG. 53 illustrates an example user interface for enabling
or disabling evaluation of discussion participants;

FIGS. 54-55 illustrate an example user interface for
terminating a discussion;

FIG. 56 illustrates one embodiment of an architecture in
which participants are arranged into hub and spoke groups;

FIG. 57 illustrates one embodiment of a GUI displayed on
a client of a spoke participant;

FIG. 58A-E illustrate various aspects of a GUI usable by
a hub or spoke participant;

FIG. 59 illustrates one embodiment in which a streaming
agent of the hub streams content to the spokes;

FIG. 60 illustrates one embodiment of an architecture for
managing hubs and spokes and associated data flow;

FIG. 61 illustrates an exemplary control room GUI from
which a hub or spoke leader may review submitted materi-
als;

FIG. 62 illustrates the GUI in which the hub or spoke
leader has selected a particular document submitted by a
participant;

FIG. 63 illustrates one embodiment of a dashboard pro-
viding a high level overview of the state of development for
all lesson plans, assignments, and syllabi for each course in
which the viewer has a design role;

FIG. 64 illustrates one embodiment of a lesson plan
authoring tool comprising a selectable multi-column graphi-
cal user interface;

FIG. 65 illustrates one embodiment of a syllabus author-
ing tool including a user interface for authoring, discussing,
and publishing changes to a course; and

FIG. 66 illustrates one embodiment of an architecture for
designing and validating courses.

DETAILED DESCRIPTION

In the following description, for the purposes of expla-
nation, numerous specific details are set forth in order to
provide a thorough understanding of the embodiments of the
invention described below. It will be apparent, however, to
one skilled in the art that the embodiments of the invention
may be practiced without some of these specific details. In
other instances, well-known structures and devices are
shown in block diagram form to avoid obscuring the under-
lying principles of the embodiments of the invention.

One embodiment of the invention described below
includes techniques for forming and managing a speaker
queue, comprising an ordered set of participants scheduled
to speak during the web conference. In one embodiment,
participants may add themselves to the speaker queue by
selecting a specified key or set of keys on the keyboard or
by selecting a graphic within the graphical user interface.
The speaker queue may be implemented as a first-in-first-out
(FIFO) queue in which the current speaker is positioned at
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the first position or beginning of the queue and participants
are initially placed at the last position or end of the queue
(i.e., a participant moves towards the top of the speaker
queue as each speaker finishes speaking and is removed
from the top of the queue). In one embodiment, the profes-
sor/teacher or other moderator is designated to be the
“default” speaker, and is always included in a default
position in the queue (e.g., such as the bottom of the queue
so that he/she reaches the top of the queue if no other
participants are waiting to speak).

In addition, one embodiment of the invention includes
techniques for subdividing the participants of a virtual
conference into breakout groups. One embodiment of the
invention automatically generates the breakout groups based
on user profile information associated with each participant,
previous interaction history associated with each participant,
or any other data associated with participants in the virtual
conferencing environment (e.g., for a group of 20 partici-
pants, 5 breakout groups of 4 participants each may be
formed). One embodiment of the virtual conferencing sys-
tem initially provides the professor/teacher or other mod-
erator a set of recommended breakout groups, and then
provides the moderator with the ability to edit the recom-
mended groups (e.g., moving users between groups by
clicking and dragging user icons via a graphical user inter-
face), either before or after initiating the breakout groupings.
In addition, each breakout group may be automatically
provided with a set of materials (including both read-only
documents and editable shared whiteboards and text editors)
for working on the designated task and for storing the results
generated by each breakout group. Once the breakout group
session is complete, the virtual conferencing system may
display the results for each breakout group, in turn, and
provide each breakout group the opportunity to present the
results (e.g., displaying the edited materials).

In addition, in some embodiments, an interactive timeline
is implemented which may be used by a moderator to control
the flow of a virtual conference and perform complex
operations such as GUI adjustments with minimal effort. In
addition, some embodiments provide techniques for auto-
matically identifying speakers based on specified criteria;
storing and filtering events identified during the course of a
conference; providing feedback to conference participants
(e.g., using the filtered events); and implementing discus-
sions such as debates between two or more participants.
A. Architectural Overview

FIG. 1 illustrates a high level system architecture
employed in one embodiment of the invention. In the
illustrated embodiment, a plurality of clients 130, 140, 150,
and 160 connect to a virtual conferencing service 100 over
the Internet 180. The clients may comprise any form of end
user devices including desktop/laptop computers (e.g., PCs
or Macs), smartphones (e.g., iPhones, Android phones, etc.),
tablets (e.g., iPads, Galaxy Tablets, etc.), and/or wearable
devices (e.g., smartwatches such as the iWatch or Samsung
Gear watch). Of course, the underlying principles of the
invention are not limited to any particular form of user
device.

In one embodiment, each of the client devices connect to
the virtual conferencing service 100 through a browser or
conferencing app/application 131, 141, 151, 161 which
includes a graphical user interface 132, 142, 152, 162 to
allow the end user to interact with the virtual conferencing
service and participate in a virtual conference using the
techniques described herein. In addition, each browser/app
131, 141, 151, 161 operates in accordance with a current
state 135, 145, 155, 165 of the virtual conference which is
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synchronized between the clients 130, 140, 150, 160 using
the synchronization techniques described below. By way of
example, and not limitation, the current state 135 for client
130 may indicate positioning of the various graphical ele-
ments within the GUI 132, including the central position of
the current speaker, a visual indication of the speaker queue,
and a graphical representation and/or video images of par-
ticipants in each breakout group.

In the illustrated embodiment, the virtual conferencing
service 100 includes a persistent state manager 110 for
persistently storing updates to the state of each virtual
conference within a state database 115. As described in
detail below, the state may be continually updated in
response to user input provided via the browsers/apps 131,
141, 151, 161 running on the various clients 130, 140, 150,
160. In one embodiment, when a new participant joins the
conference, the persistent state manager 110 provides the
client with stored virtual conference state data required to
synchronize the new client state with the state of the other
clients participating in the conference. The persistent state
manager 110 may be implemented with a Web server.
However, the underlying principles of the invention are not
limited to this implementation.

In one embodiment, after the client’s state has been
initialized from the virtual conference state database 115, a
dynamic state synchronization service 120 provides
dynamic state updates to the client in accordance with user
input from all of the clients 130, 140, 150, 160 during the
virtual conference. For example, one embodiment of the
dynamic state synchronization service 120 implements a
publish/subscribe mechanism in which each client publishes
its own state updates to the dynamic state synchronization
service 120. A client participating in the virtual conference
subscribes to the dynamic state synchronization service 120
to receive the published state updates from all other clients
(including itself). Thus, for a virtual conference in which
Clients A-D are participants, if Client A publishes a state
update (e.g., adding its user to the speaker queue), the
dynamic state synchronization service 120 will forward the
update to all subscribing clients (i.e., Clients A-D). This
publish/subscribe mechanism is described in greater detail
below. In addition, as discussed below, ordering techniques
are employed in one embodiment to ensure that the state
updates are applied to each client in the correct order (i.e.,
to ensure that the clients all remain in the same state).

In one embodiment, a multimedia stream distribution
service 125 manages the receipt and distribution of audio
and video streams for each of the clients 130, 140, 150, 160.
In particular, in one embodiment, each client 130, 140, 150,
160 captures audio and/or video of its participant and
streams the audio/video to the multimedia stream distribu-
tion service 125, which forwards the audio/video streams to
each of the clients 130, 140, 150, 160. The audio is then
decoded and output from speakers (not shown) and the video
is decoded and rendered within each of the conferencing
GUIs 132, 142, 152, 162 (examples provided below).

One embodiment of the multimedia stream distribution
service 125 also implements a publish/subscribe mechanism
in which each client subscribes to the audio/video streams
from every other client. Thus, in the example shown in FIG.
1, Client 130 may subscribe to the audio/video streams of
clients 140, 150, and 160. The particular resolution and/or
frame rate of each video stream captured on each client may
be dependent on the current state 135, 145, 155, 165 of the
video conference. For example, when a participant is des-
ignated as the current speaker and is provided with the
central speaking position within the GUI, that participant’s
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client may capture video having a relatively higher resolu-
tion and/or frame rate than when the participant is not the
speaker (i.e., and the video of the user is rendered within a
small thumbnail region of the GUT). Choosing higher quality
video for only the current speaker (or current set of speakers
if multiple speakers are permitted) significantly reduces the
bandwidth requirements of the system.

In one embodiment, a multimedia storage service 190
records audio/video content from the virtual conference and
other related data to allow the moderator and/or participants
to play back and review the virtual conference at a later time.
For example, in a classroom environment, a professor or
teacher may play back portions of the conference to review
discussions among participants or questions which were
posed during the conference. The professor or teacher may
then provide feedback to the participants (e.g., clarifying and
issue which was discussed, answering additional questions,
providing positive reinforcement, etc).

The video and audio content stored on the multimedia
storage service 190 may be a higher quality than the audio/
video used during the live virtual conference. For example,
each individual client may capture higher quality video and
audio than may be possible to stream through the multime-
dia stream distribution service 130. The higher quality
audio/video may be stored locally on each individual client
130, 140, 150, 160 during the virtual conference and may be
uploaded to the multimedia storage service 190 following
the conference. For example, each time a participant speaks,
a local audio clip of the user’s voice (e.g., an MP3 or AAC
clip) may be recorded and subsequently uploaded to the
multimedia storage service 190. Additionally, state data 135,
145, 155, 165 and/or other data required to reconstruct the
virtual conference for playback may be stored on the mul-
timedia storage service 190 (as described in greater detail
below).

The multimedia storage service 190 may be an external
service from which the virtual conferencing service pur-
chases storage resources. In another embodiment, the mul-
timedia storage service 190 is implemented as a separate
module within the virtual conferencing service 100.

Additional details will now be provided for exemplary
speaker queue and breakout group implementations, fol-
lowed by a description of additional architectural details of
the virtual conferencing service 100.

B. Speaker Queue Embodiments

In order to direct the visual attention of conference
participants towards the focus of discussion in a multi-party
conversation in a virtual conference, signals sent by partici-
pants themselves may be relied on to indicate an intention to
speak. In contrast to systems which rely solely on speaker
volume, this embodiment eliminates possible errors due to
poor audio conditions, poor network connections, and ambi-
guity in speech patterns. For example, the signals sent by the
participants can be used instead of or along with speech
detection algorithms (e.g., manual or automatic).

During a web video conference or virtual conference,
meeting participants are provided with the ability to request
and gain access to the “center of attention.” For example, as
illustrated in FIG. 2, a participant has the center of attention
if the participant is displayed in the largest video element or
in a center element in the virtual conference, referred to as
the “current speaker position” 203. In one embodiment, this
is done by a “push-to-talk” or “trigger-to-talk” mechanism
where the participant holds down a particular key on the
keyboard, presses a graphical indication in the virtual con-
ference environment, or performs any other suitable trigger
action that would indicate that the participant would like to
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talk, herein referred to as the “queue key.” The queue key
may also toggle the microphone mute status if the micro-
phone was previously muted.

By pressing the queue key, the participant places him or
herself into a speaker queue which may be synchronized
across all of the clients 130, 140, 150, 160 using the dynamic
state synchronization service 120 as described herein. As
illustrated in FIG. 2, a visual indication 201 of the partici-
pants in the speaker queue may be rendered within the GUI
of each client 130, 140, 150, 160. In one embodiment, each
client 130, 140, 150, 160 maintains its own synchronized
copy of the speaker queue. When a particular participant is
added to the speaker queue (e.g., by holding the queue key),
that participant is automatically added to the local speaker
queue on the participant’s client, thereby altering the local
state. The local state change is then synchronized to the other
clients through the publish/subscribe mechanism imple-
mented by the dynamic state synchronization service. If
another participant requested entry into the speaker queue at
approximately the same time, the dynamic state synchroni-
zation service 120 resolves the potential conflict using an
ordering mechanism (described in greater detail below) and
propagates correct state updates to all of the clients 130, 140,
150, 160.

Thus, by holding the queue key, the participant ensures a
place in the speaker queue and the speaker queue is made
visible to all participants in the virtual conference. In FIG.
2, the visual representation of the speaker queue 201 dis-
plays each participant in the queue through screenshots of
the video stream of the participant in the virtual conference
or any other suitable digital representation of the participant
(e.g., a picture, avatar, etc). Video of the speaker at the front
of the queue is displayed within the current speaker position
203 of the GUI In addition, in FIG. 2, thumbnails of all
other participants 202 (or a subset thereof) in the virtual
conference are displayed within the GUIL

One embodiment of the system tracks how long each
participant is in the speaker queue, how long each partici-
pant is given the center of attention and how much each
participant has talked (e.g., based on signal processing of the
participant’s visual cue while the participant was given the
center of attention). In one embodiment, this is accom-
plished by setting/resetting programmable timers on each of
the clients 130, 140, 150, 160 and/or on the virtual confer-
encing service 100. In one embodiment, the time allocated
to speak may be controlled by the professor or teacher (or
other moderator).

The same queue key can also be used to control the mute
status of the microphone. If the microphone was previously
muted, entering into the speaker queue by holding the queue
key will also un-mute the microphone allowing the audio of
that participant to be heard by all participants in the virtual
conference. In another embodiment, the previously muted
microphone may not be un-muted automatically and,
instead, the microphone’s status is presented to the partici-
pant or all participants. For example, if the microphone was
muted prior to pressing the same key (or providing any of
the other actions), then pressing the same key presents an
indication that the microphone is currently muted.

The action of the participant joining the speaker queue is
communicated to all other participants via a message or
indication such as a speaker queue visualization or a display
of the speaker queue 201. In one embodiment, this is
delivered to clients through the publish/subscribe mecha-
nism employed by the dynamic state synchronization service
120.
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In one embodiment, one of the participants or a modera-
tor/instructor is set as a “default” speaker (e.g., the professor,
leader, or designated participant or student of the partici-
pants in the virtual conference) who may be configured as
being “behind” the last participant in the speaker queue.
Thus, when the speaker queue is empty, the default speaker
is placed in the center and may indicate which participant
should be given the center of attention. The default speaker
can be designated, for example, by a professor to a student
allowing the student to field or answer questions after a
presentation is given (e.g., by the student).

The speaker queue 201 may be implemented as a First In,
First Out (FIFO) queue and may have a default speaker
associated with the queue. For example, the default speaker
would be placed in the last or trailer position of the speaker
queue. In one embodiment, a participant is added to the
speaker queue (e.g., at the end of the speaker queue visually)
by selecting a queue key and the participant is kept in the
speaker queue by holding the queue key. The queue key can
be a control key or any other suitable key on their keyboard
and/or may be implemented as a graphical icon in the GUI
(which the user selects via a mouse or a touch-pad). In one
embodiment, a participant is removed from the speaker
queue when he or she releases the designated queue key or
deselects the graphical icon.

In one embodiment, the participant at the head of the
speaker queue is given the center of attention by being
visually featured in the conference. For example, the par-
ticipant’s visual cue is placed in a center element of the
virtual conference or placed in the largest element in the
virtual conference (e.g., center speaker position 203 in FIG.
2). Once the participant has been given the center of
attention, the participant may be excluded/removed from the
displayed speaker queue 201.

In one embodiment, the speaker queue is made visible to
every participant in the virtual conference in a displayed
speaker queue or queue visualization. For example, the
displayed speaker queue 201 may be an array (e.g., hori-
zontal, vertical, curved, etc.) of small photographs or visual
cues of participants in the speaker queue. The displayed
speaker queue can be in the bottom left-hand corner of the
user interface of the virtual conferencing environment and
positioned from left-to-right based on index or position of
the participant in the speaker queue. Of course, the under-
lying principles of the invention are not limited to any
particular visual representation of the speaker queue.

When the speaker queue is empty, the default speaker
(e.g., in the trailer position of the speaker queue) is featured
in the conference, for example, by being given the center of
attention. The leader, web conference initiator, or professor
can initially be the default speaker and/or can designate a
default speaker. For example, the professor can designate the
default speaker by selecting the designated participant’s
thumbnail video feed 202 or other visual cue in the list or
group of visual cues (e.g., at top, bottom, or side of the
virtual conference). In one embodiment, each participant’s
audio broadcasting is muted by default and may be unmuted
in response to input from the participant (e.g., by the
participant holding the queue key).

In one embodiment, when a participant presses and holds
down the queue key, his or her microphone is un-muted.
When the participant releases the queue key, the partici-
pant’s microphone is muted again. In one embodiment, each
speaker queue modification is synchronized to the clients of
all participants via the publish/subscribe techniques imple-
mented by the dynamic state synchronization service 120. In
addition, data related to participation in the speaker queue



US 11,217,109 B2

9

may be stored by the virtual conferencing service 100
(and/or the external multimedia storage service 190) and
later used to analyze participation activity (e.g., a length of
time each participant was speaking).

While the embodiment in FIG. 2 illustrates a single
speaker in a current speaker position 203, other embodi-
ments may include multiple current speaker positions. For
example, one embodiment of the invention includes multi-
region layouts in which the center of attention is sub-divided
into multiple “attention regions,” allowing for the simulta-
neous display of more than one participant in the virtual
conference. For example, FIG. 12 (discussed below) illus-
trates an embodiment with two attention regions for two
different speakers. Another embodiment includes four atten-
tion regions arranged in a square or rectangle with two
regions towards the top of the display and two regions
towards the bottom of the display. Any number of attention
regions may be generated while still complying with the
underlying principles of the invention.

In these embodiments, a single speaker queue may be
maintained for all attention regions. When a region becomes
available (using the same criteria as with the single-region
center of attention embodiments described herein), the first
participant in the speaker queue is removed and the partici-
pant video is displayed in that attention region. In an
alternate embodiment, each attention region may be
assigned its own dedicated speaker queue (e.g., N speaker
queues for N attention regions). This embodiment may be
used, for example, to provide a dedicated attention region
for each breakout group, to allow different members of the
breakout group to take turns speaking within each dedicated
attention region. In either of these embodiments, a “default
speaker” may also be specified for each attention region.

In addition, in one embodiment, when a speaker occupies
an attention region in the center of attention, the professor,
leader, or designated participant can “pin” the speaker to that
region (e.g., by selecting a key or graphical element within
the GUI). Pinning a speaker has the same effect as if the
speaker actively maintained the position by holding the
push-to-talk activation key or alternative mechanism to
maintain the featured position. In one embodiment, no other
speaker will be moved from the speaker queue into the
speaker position until the featured speaker is “unpinned” by
the professor, leader, designated participant, or the featured
speaker themselves.

C. Breakout Group Embodiments

In a traditional classroom environment or meeting, an
instructor or meeting organizer determines how to subdivide
a group (e.g., by having participants count off, dividing into
pre-arranged groups or using some other heuristic). Once the
groups are organized, the groups typically shuffle around the
room to a designated spot to work together. The organizer
may walk around to interact with each group. Once re-
assembled, the groups may take turns presenting.

One embodiment of the invention provides support for the
same functionality within a virtualized conferencing envi-
ronment. Breakout groups can be formed by the virtual
conferencing environment based on user profile information
associated with each participant, previous interaction history
associated with each participant or any other suitable his-
torical data associated with each participant in the virtual
conferencing environment. For example, this information
includes past participation statistics associated with the
participant, grades, performance in assignments, etc.

In another embodiment, the participant leading the virtual
conference can also affect how the breakout groups are
formed. For example, the participant can select to move
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participants between the formed breakout groups (e.g., using
a graphical click-and-drag mechanism or other suitable
actions), or indicate which participants should be in the same
breakout group when the breakout groups are formed.

The participant leading the virtual conference can also
determine a start and/or an end time associated with the
session of formed breakout groups, for example, indicating
when the breakout groups are formed and when the breakout
groups are dissolved into additional breakout groups or one
big group.

In one embodiment, each breakout group is provided with
a copy of all associated materials and/or resources from the
main group (e.g., a class) and can include any additional
materials and/or resources needed to perform an assigned
task or other suitable action in the virtual conference. Any
participant may be provided with the ability to upload any
type of material, as appropriate. Furthermore when the
breakout groups are re-assembled into one big group or one
or more additional breakout groups, the participant leading
the virtual conference can access and feature the participants
and their work (e.g., through the materials and/or additional
materials).

One embodiment of a logical architecture and flow for
forming breakout groups is illustrated in FIG. 3. This
architecture may be implemented in software modules
executed within the virtual conferencing service 100, on the
client machines 130, 140, 150, 160, or any combination
thereof (e.g., with some operations performed on the virtual
conferencing service and some on the clients).

In one embodiment, an active conference 310 is formed as
participants log in and authenticate with the virtual confer-
encing service 100 (e.g., as participants arrive for class). A
user database 305 containing user IDs and other pertinent
information may be queried during the login process to
uniquely identify each user. In one embodiment, a breakout
group selection module 320 selects participants to be sub-
divided into breakout groups in accordance with input from
the moderator 325 (e.g., a processor or instructor), the
identity of active participants in the conference 341, and
other user data 306 which may be retrieved from the user
database 305 (or a different database).

By way of example, and not limitation, the moderator
input 325 may indicate that the moderator wishes for there
to be four breakout groups, with randomly selected partici-
pants. In response, the breakout group selection module 320
will subdivide the active participants 341 into four groups,
as close in size as possible. For example, if there are 28
students, then four groups of 7 participants will be created.
If there are 26 students, then two groups of 7 and two groups
of 6 will be formed. Rather than randomly selecting the
participants, the breakout group selection module 320 may
run through the list of active participants alphabetically
(e.g., using the first or last names of the participants).

Alternatively, the participants in each breakout group may
be pre-assigned by moderator ahead of the class or other
meeting. In this embodiment, all that is required by the
breakout group selection module 320 is the list of active
participants 341.

In one embodiment, the breakout group selection module
320 may select an initial set of breakout groups which the
moderator may then review and modify. For example, the
initial set may be selected based on user profile data or other
pertinent data 306 stored in the user database 305 such as the
performance of each user in the class (e.g., ensuring that
each group includes at least some higher performing par-
ticipants). Performance may be based on the current grade of
each participant in the class, the cumulative time that each
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participant has talked, the grade on a recent exam, and/or
additional information provided by the moderator.

The breakout group selection module 320 may consider
other pertinent data to generate the initial set of breakout
groups such as participant relationships (e.g., frequency of
interactions among participants); specific exercise out-
comes; results from a poll (e.g., automatically grouping
together participants who had similar or different responses);
differing responses (e.g., automatically grouping together
participants who had differing responses, in order to maxi-
mize likelihood of a productive learning exchange among
participants); pre-class work; and order of arrival time to
virtual conference or presence in virtual conference, to name
a few. In one embodiment, the moderator may also specify
a maximum size for breakout groups. The breakout group
selection module 320 will then form the breakout groups in
accordance with this maximum size.

In one embodiment, breakout groups may be formed by
an indication or a trigger from a participant or moderator
(e.g., selection of a button, voice activated). The indication
or trigger may be implemented within the virtual conference
GUI or may be specified on a second screen or mobile
device connected to the virtual conference.

In one embodiment, once a breakout group is formed, the
members of the breakout group will only receive and render
video and/or audio of other members of the breakout group.
The video/audio of the moderator may also be shared with
the members of a breakout group when visiting the breakout
group. This may be accomplished, for example, by muting
the audio and disabling video rendering of streams for
participants in all other groups. in another embodiment, the
publish/subscribe mechanism in the multimedia stream dis-
tribution service 125 is updated to that a client only sub-
scribes to the audio/video stream of other participants in the
group. Various other mechanisms may be employed to
ensure that audio is contained within each breakout group.

In one embodiment, End-of-Breakout indications are gen-
erated, warning when breakout groups are about to end
and/or that the breakout groups will be formed into addi-
tional breakout groups or a larger group (e.g., the original
group). The indications maybe visual (e.g., via a pop-up
window), audible (e.g., via an alarm or ringtone), or any
combination thereof.

In addition to having the ability to “visit” breakout
groups, the processor or teacher may broadcast audio/video
or messages to all of the breakout groups, and may also
receive messages from one or more of the breakout groups
(e.g., questions posed by participants).

Returning to FIG. 3, once the breakout groups 328 have
been selected (i.e., the users in each breakout group identi-
fied using the techniques described above), breakout group
generation logic 330 generates an instance of each breakout
group, which may include (among other things) copies of
materials from a materials database 334 to be used during
the breakout sessions. In FIG. 3, for example, group mate-
rials 351 and 352 are provided to breakout groups 341 and
342, respectively. In one embodiment, the group materials
351 and 352 are copies of materials from the materials
database 334 which may be independently edited by each
respective group, 341 and 342. In addition, the same set of
shared materials 360 may also be made available and shared
by each breakout group.

In one embodiment, the materials and/or resources that
may be distributed to all breakout groups include (but are not
limited to) YouTube videos; PDF files; PowerPoint files;
URLs; document notes; picture files in different forms;
sound files (e.g., MP3); links to online sites; and any other
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visible or audible material capable of being reviewed and/or
edited during for the breakout session.

In one embodiment, each the participants in a breakout
group are provided with a shared text editor and whiteboard
function via a note element in the virtual conference. The
shared text editor may be implemented by program code
executed on each client and/or the virtual conferencing
service 100. Each participant in a breakout group can also
add material or documents not visible to other breakout
groups. These additional external materials may be kept
private to the participants of the specific breakout group (i.e.,
stored as group materials 351-352 in FIG. 3).

In one embodiment, each breakout group is provided with
a tool to draw and annotate on top of shared or private
materials or resources. The annotation tool may be provided
as program code executed on each client 130, 140, 150, 160
or on the virtual conferencing service 100 (or both).

One embodiment of the invention provides for group-
specific dispersion of material. For example, the professor,
teacher or other form of moderator may send particular
documents and other resources (e.g., homework) to specific
breakout groups (e.g., based on participants in the breakout
group).

As mentioned, in one embodiment, the moderator (e.g.,
professor or teacher) send a written-text or spoken-audio
message to all breakout groups and may join a breakout
group and leave the breakout group to return to a bird’s-eye
overview of all breakout groups. In addition, the moderator
may audibly listen to all/each breakout group individually
without joining each breakout group and may oversee work
happening within all breakout groups. The moderator may
also view the materials being edited by each of the breakout
groups (e.g., shared notes as they are being typed; white-
boards, as they are being drawn, annotations as they are
being added). The moderator may further respond to indi-
vidual questions raised by specific breakout groups; move/
drag a participant from one breakout group into another
breakout group or out of the formed breakout groups com-
pletely; and cancel breakout group formation and return to
additional breakout groups or one big group.

In one embodiment, a breakout group can be featured (to
other participants not in the breakout group). For example,
the moderator may select the breakout group (e.g., click,
voice activate) resulting in the presentation of the breakout
group (and all the participants in the selected breakout
group) in the center of the virtual conference. In one
embodiment, when a breakout group is presenting, the
dynamic state synchronization service 120 will ensure that
the state updates on each client cause the members of the
breakout group to have the center of attention. The modera-
tor may also minimize the presentation of other participants
not in the selected breakout group. Materials associated with
the selected or featured breakout group may be presented in
a similar manner.

Additional graphical user interface (GUI) features are
illustrated in FIGS. 4-18. FIG. 4 illustrates an embodiment
which may be displayed once a participant has logged in to
the virtual conferencing service. A class initialization
graphic 401 provides an indication of the amount of time
before class begins (5 minutes in the example). The user may
select the graphic to enter into the virtual classroom.

Once the participant has selected the class initialization
graphic 401, the participant is taken to a pre-class user
interface such as shown in FIG. 5. In this embodiment, video
thumbnails of other participants who have logged in to the
classroom are displayed within a pre-class discussion region
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501. A set of tools 502 are also provided to allow users to
text one another, open personal video chat sessions, etc.

FIG. 6 illustrates multiple students sharing a single screen
on a projector for the class and using separate devices (e.g.,
computers, tablets, etc) to interact with the virtual classroom
(e.g., to speak in the center position, provide text comments
and/or questions, etc).

FIG. 7A illustrates the graphical user interface when the
professor initially joins the video conference. As illustrated,
the participant thumbnails 701 are arranged randomly
around the main display. In contrast, in FIG. 7B, the par-
ticipant thumbnails 701 have been moved in an organized
manner to the top of the display (no longer obscuring the
primary speaker region). The order of the participant thumb-
nails 701 may be alphabetical or based on other variables
such as grades or class performance.

As mentioned, the current speaker may rely on various
visual materials during the class such as a PowerPoint
presentation or other graphical materials. FIG. 8 illustrates
one embodiment in which the speaker is relying on materials
802 which are displayed in the center region of the display.
In one embodiment, this is enabled by providing the speaker
with a control button (physical or graphical) which, when
selected, allows the speaker to identify materials to be
displayed during the class. The video image of the speaker
is offset to a thumbnail image 801 towards the bottom of the
display which is differentiated from the participant thumb-
nails 701 based on location and size (i.e., the speaker
thumbnail 801 is larger than the participant thumbnails 701).

In one embodiment, the professor uses gesture controls to
manipulate the content in the speaker materials. For
example, in FIG. 8, the professor is rotating his hand to
cause the image of a human brain to rotate within the
primary display region. Gesture controls may be imple-
mented by capturing sensor data from a motion controller
attached to the professor’s computer, and using it to modify
or reposition (e.g. 3-D rotate) the content. Through the
publish-subscribe mechanism, the stream of sensor data that
triggered these modifications can be replicated in the view of
all other clients in the class/conference.

In one embodiment, students/participants are provided
with a graphic to “raise a hand” during the class/conference.
The professor or other moderator will be provided with a
visual indication of a student raising a hand (e.g., via the
student’s thumbnail being highlighted with a hand icon or
other form of highlight graphic) and may acknowledge the
student by selecting the student’s thumbnail. FIG. 9 illus-
trates a video region 901 for displaying the video feed of the
student who has been acknowledged by the professor. She is
brought into the main element or center element along with
the professor in response to the professor’s acknowledge-
ment.

FIG. 10 illustrates a poll which is conducted for the
purpose of forming breakout groups. That is, the breakout
groups are initially determined by participants’ answers to
the poll. The breakout groups can include the participants
who voted similarly or can be a mixed group including
participants who all voted differently. In the illustrated
embodiment, the participants’ answers are shown but in
another embodiment the answers can be anonymous.

FIG. 11 illustrates a GUI feature in which the professor
has selected an option to overlay material over the primary
speaker region in the center of the display (in contrast to the
embodiment shown in FIG. 8 in which the material is
displayed in the center and the video image of the professor
is offset to the side). The professor may specify this option
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using a different control key or graphic. The overlaid mate-
rial in this embodiment may also be a real-time simulation.

FIG. 12 illustrates an embodiment which includes two
primary speaker regions 1201-1202 within the GUI. This
embodiment may be used, for example, to enable debates
between two or more participants or to allow two represen-
tatives of a breakout group to present results. Additional
users may be added within additional speaker regions. For
example, N adjacent regions may be used for N different
users during a debate or during a breakout group presenta-
tion. In one embodiment, the thumbnails of the users may be
removed from the participant thumbnail region 701 when
the participants are shown in the current speaker regions
1201-1202.

As mentioned, in one embodiment, users are provided
with the ability to view and annotate material via a touch-
screen device such as a tablet device. FIG. 13 illustrates one
embodiment of a tablet on which material is presented and
annotations of material are made by a participant of the
conference. A participant (e.g., as shown in the slightly
enlarged visual cue on the top of the GUI) presents material
and can annotate the material in front of the class or
conference. Each participant may or may not have the ability
to annotate the material. In one, the professor is provided
with the ability to annotate the material and may grant access
to other participants.

FIG. 14 illustrates an exemplary message and GUI dis-
played to participants who are about to be placed in a
breakout group. In the illustrated embodiment, the GUI
includes a set of breakout group thumbnails comprising still
pictures or video of the participants in the breakout group.

FIGS. 15A-B illustrates an exemplary set of breakout
group GUI including a vertically arranged set of breakout
group thumbnails 1501, breakout group materials 1502, and
notes 1503 recorded by the breakout group. In addition, FIG.
15B shows how the breakout group materials 1502 may be
edited with annotations 1504 (e.g., performed via a touch-
screen, mouse, or other user input device).

In one embodiment of the invention, the professor or
teacher may be available to meet with students during office
hours. FIG. 16A illustrates an exemplary embodiment in
which video of a participant is displayed in current speaker
region 1601 as the participant is meeting with a professor
during office hours, with video of the professor displayed in
current speaker region 1602. FIG. 16B illustrates an exem-
plary embodiment in which the student and professor review
the student’s performance in the class, as indicated by
student performance data 1605. In this embodiment, video
of the student and professor is displayed within thumbnail
images 1605. As illustrated in FIG. 16C, the student and
professor may review the student’s participation during the
class, which is replayed in region 1610. As previously
discussed, the audio and/or video from the class may be
stored and replayed from the external multimedia storage
service 190.

D. Additional Architectural Embodiments

As mentioned above, in one embodiment of the invention,
the dynamic state synchronization service 120 interacts with
the various clients 130, 140, 150, 160 to ensure that the state
of each client is consistent (e.g., the current state of the
speaker queue, the identity of the participant currently in the
center speaker position, the identity of participants in each
breakout group, etc). As illustrated in FIG. 17, one embodi-
ment of the dynamic state synchronization service 120
includes publish-subscribe logic 1721 which allows each
client to subscribe to receive state updates for every other
client. In one embodiment, the publish-subscribe logic 1721
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maintains a publication queue for each client and every
client subscribes to the publication queues of every other
client (i.e., to ensure that all state updates are received by
every client). Thus, when client 130 transmits a state update
to its publication queue, all of the clients 130, 140, 150
which subscribe to client 130°s publication queue receive
the state update.

In addition, in one embodiment, sequence numbering
logic 1722 ensures that state updates are applied to each
client in the correct order. For example, the sequence
numbering logic 1722 may increment a counter in response
to the receipt of each new state update received from each
client. The current counter value may then be attached to
each state update to ensure that the state updates are applied
in the order in which they are received by the dynamic state
synchronization service 120. For example, the publish-
subscribe logic 1721 may construct a packet for each state
update and may embed the counter value within a field in
each packet prior to transmission to each client 130, 140,
150.

In one embodiment, each client 130, 140, 150 includes
state management logic 1701, 1702, 1703, respectively,
which processes the state updates to maintain a consistent
local state 135, 145, 155, respectively. The state manage-
ment logic 1701, 1702, 1703 maintains a global reorder
buffer 1711, 1721, 1731 into which all of the state updates
are initially stored. Because packets may sometimes be
received over the Internet out of order, the global reorder
buffer is used to reorder the state updates when necessary to
ensure that the state updates are applied in the same order as
the counter values associated with each state update.

In addition, in one embodiment, the state management
logic 1711, 1721, 1731 assigns a publisher sequence number
to indicate the order of state update generated locally on its
client 130, 140, 150, respectively. For example, if a partici-
pant on client 130 generates a request to be the current
speaker, then sends a request to ask a question, and then
removes the request to be the current speaker, the state
management logic 1701 may assign a sequence number to
each of these state updates to indicate the order in which
they were submitted. The publisher sequence numbers are
transmitted along with each state update to the publish-
subscribe logic 1721 and are received by each individual
client. To ensure that the state updates are applied in the
same order as they were generated, the state management
logic 170, 1702, 1703, maintains a set of publisher reorder
buffers 1712-1714, 1722-1724, 1732-1734, respectively,
which may be chained to the global reorder buffers 1711,
1721, 1731, respectively. The state management logic 1701-
1703 reorders the state updates within the publisher reorder
buffers 1712-1714, 1722-1724, 1732-1734 in accordance
with the publisher sequence numbers to ensure that the state
updates are applied in the same order in which they were
generated on each client.

The end result is that the global order of state updates is
maintained, based on the order in which state updates are
received by the publish-subscribe logic 1721 and program
order is maintained based on the sequence of operations
performed on each individual client.

Because participants may arrive to the virtual classroom
(or other type of virtual conference) at different times, one
embodiment of the invention includes techniques for initial-
izing each newly-arrived client with the correct state. As
illustrated in FIG. 18, this is accomplished in one embodi-
ment with the persistent state manager 110 (briefly men-
tioned above) which maintains the current state of each
client within a state database 115. Each time a state update
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is generated at a client, that client initially transmits an
indication of the state update to the persistent state manager
110, which stores the state update within the state database
115. The client then connects with the publish-subscribe
logic 1721 to publish the state update to the other clients.
Thus, the state database 115 contains a persistent represen-
tation of the current state of all of the clients.

In one embodiment, when a new client 1810 comes online
(e.g., in response to the participant joining an ongoing class),
its state management logic 1820 performs the following
operations to initialize its local state 1815. In one embodi-
ment, the state management logic 1820 first establishes a
connection with the publish-subscribe logic 1721, subscrib-
ing to all state updates published by all other clients and to
its own state updates (as previously described). It then
begins buffering all state updates received from the publish-
subscribe logic 1721. In one embodiment, the state man-
agement logic 1820 then connects with the persistent state
manager 110 to receive a copy of the current persistent state
stored in the state database 115. Given transactional delays
over the Internet, during the period of time when the initial
connection is made to the persistent state manager 110 and
the time when the state is downloaded from the state
database 115, there may be changes made to the persistent
state within the state database 115. Moreover, some state
updates which the state management logic 1820 receives
from the publish-subscribe logic 1721 may already be
reflected in the state database 115 (i.e., because the state
management logic 1820 connects first to the publish-sub-
scribe logic 1721). Consequently, following the retrieval of
the state from the state database 115 the state management
logic 1820 may have a superset of all of the state data needed
to initialize its local state 1815. It may include redundant
state updates—some of which are reflected in the persistent
state from the state database and some of which were
received from the publish-subscribe logic.

To ensure that these redundancies are resolved consis-
tently, one embodiment of the invention ensures that all state
updates are idempotent. As understood by those of skill in
the art, idempotence is a property of operations in computer
science that can be applied multiple times without changing
the result beyond the initial application. Thus, for example,
if the participant on client 130 requests to be added to the
speaker queue, this state update may be applied multiple
times on the new client 1810 (e.g., once from the state
database 115 and once from the publish-subscribe logic
1721) to achieve the same local state 1815 (i.e., the second
application of the state update will not alter the final local
state 1815). Thus, by ensuring that all state updates are
idempotent, redundant state updates may simply be applied
multiple times without affecting the underlying local state of
each client.

In summary, once the state management logic 1820 has
received and applied the copy of the persistent state from the
state database 115 and applied all of the state updates
received from the publish-subscribe logic (some of which
may be redundant), the local state 1815 on the new client
1810 will be consistent with the local states 135, 145 of the
other clients 130, 140.

In order to ensure a responsive user interface, one
embodiment of the state management logic 1820 applies
speculative state updates locally, in response to input from
the local participant, and then resolves the state updates to
ensure consistency upon receipt of state update responses
from the publish-subscribe logic 1721. For example, in
response to the participant on client 1810 selecting and
holding the queue key, the state management logic 1820 may
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instantly place the participant in the speaker queue and/or
place the participant in the center speaker region (if the
participant is first in the queue). Thus, the state update will
be instantly reflected in the graphical user interface of the
participant, resulting in a positive user experience.

The state management logic 1820 then transmits the state
update to the publish-subscribe logic 1721 where it is
assigned a sequence number as described above. Because
the client 1810 subscribes to its own publication queue as
well as those of all other clients, the client 1810 will receive
the state update from the publish-subscribe logic 1721.
Upon receiving its own state update, both the global and
publisher reorder buffers are applied to ensure proper order-
ing, and then the update is re-applied to client 1810. The
second application of the state update ensures state consis-
tency since the proper ordering is maintained. Re-applying
an update is safe to do because of the idempotent property
of state updates, as mentioned above.

There is the possibility of flicker in the user interface if
there was an intervening, conflicting update to client 1810
between the first application of the state update and the
second. That flicker will not affect state consistency, but it
can cause a visual effect that is undesirable to the user. In one
embodiment, some instances of flicker are eliminated by
explicitly detecting conflicting state updates. To detect con-
flicting state updates, each incoming state update to client
1810 is checked against a queue of speculatively applied
state changes to see if it will affect state that was specula-
tively applied. If a conflicting incoming state update is
detected, client 1810 will not apply that update in one
important case, specifically when client 1810 has already
applied the state update as a speculative update (i.e., client
1810 published the state update) and no other conflicting
state updates have been detected. This optimization elimi-
nates flicker when, for instance, a user requests entry into the
speaker queue and then quickly (in less than the round trip
time to the publish-subscribe server) requests to be removed
from the speaker queue.

As illustrated in FIG. 19, in one embodiment, the multi-
media stream distribution service 125 includes stream for-
warding logic 1820 for managing the receipt and distribution
of audio and video streams for each of the clients 130, 140,
150. In particular, in one embodiment, each client 130, 140,
150 captures audio and/or video of its participant and
streams the audio/video to the stream forwarding logic 1920,
which forwards the audio/video streams to each of the
clients 130, 140, 150. A video camera 1910 and microphone
are illustrated for capturing video and audio of the partici-
pant, respectively. Each client 130 also includes a display on
which the GUI 132 is rendered and speakers 1912 for
generating the audio of other participants. In one embodi-
ment, audio/video (A/V) compression and decompression
logic 1902 compresses audio and video of the participant
and the compressed audio/video is then streamed to the
stream forwarding logic 1920 by the virtual conferencing
app or browser 1901. While the A/V compression/decom-
pression logic is shown integrated within the app/browser in
FIG. 19, this may be a logically separate module which is
accessed by the app/browser.

In one embodiment, the app/browser 1901 of each client
130, 140, 150 establishes a web socket connection with the
stream forwarding logic 1920 to receive streams from each
of the other clients. The stream forwarding logic 1920 may
distribute audio/video using a publish/subscribe mechanism
where each client subscribes to the audio and video feeds of
all other clients. The stream forwarding logic then forwards
the incoming audio/video feeds to all subscribing clients.
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Upon receiving the audio and video from other clients, the
A/V decompression logic 1902 decompresses/decodes the
audio and video streams, renders the video within the GUI
(e.g., within the thumbnail images or within the center
speaker region as described above) and outputs the decoded
audio through the speakers 1912.

In one embodiment, the A/V compression/decompression
logic 1902 adjusts the compression on the video of the
participant depending on the size of the video image of the
participant shown within the GUI. For example, if the
participant is the current speaker (i.e., at the top of the
speaker queue), the A/V compression/decompression logic
1902 may encode the video at a relatively higher resolution
and/or frame rate, because a higher resolution is needed to
provide an acceptable level of video quality for the relatively
larger speaker region. In contrast, if the participant is not the
current speaker, then the compression/decompression logic
1902 may encode the video at a relatively lower resolution
and/or frame rate to provide an acceptable quality for
displaying video within a thumbnail region. The app or
browser 1901 may determine the required size of the video
image (e.g., whether the user is the current speaker) by
reading the local state data 135 stored on the client. In one
embodiment, the app/browser 1901 may specify a desired
bitrate to the A/V compression/decompression logic 1902
which will then adjust the resolution and/or frame rate
accordingly. These techniques will help to keep the bitrate at
a reasonable level because if there is only one speaker, for
example, then only one high quality stream will be trans-
mitted and sent to all clients. In one embodiment, when a
new participant becomes the current speaker, this will be
reflected in the state data of each client and the app or
browser will control the A/V compression/decompression
logic accordingly (i.e., to increase the resolution and frame
rate of the video stream showing the new speaker).

In one embodiment of the invention, each app or browser
1901 performs dynamic bitrate adaptation based on the
bitrate available to each client and the requirements of the
various video regions within the GUI. For example, if 2
Mbps is available to a particular client 130, then (using FIG.
12 as an example GUI) the app/browser 1901 may specify
to the A/V compression/decompression logic 1902 to allo-
cate 1 Mbps to encode both of the current speaker regions
1201-1202 and may allocate the remaining 1 Mbps to
encode all of the participant thumbnails 701. The A/V
compression/decompression logic 1902 will then compress/
decompress video in accordance with the allocated bitrates
for each region of the GUI. In addition, in one embodiment,
each participant may be provided the ability to select dif-
ferent quality levels to be used when encoding the partici-
pant’s outgoing video stream. By way of example, these
selectable levels may include high quality, low quality, and
audio only (i.e., no video feed).

As mentioned, the multimedia storage service 190 may
capture and store audio and video of a class (or other virtual
conference) for subsequent playback. As illustrated in FIG.
20, in one embodiment, the multimedia storage service 190
may be treated like any other client and may be configured
to receive and record all audio/video streams for all partici-
pants on a storage device 2000. The data format used may
comprise a plurality of audio and video clips of each of the
participants. In addition, a timestamp may be associated
with each audio and video clip which may be used to
reconstruct the playback of the virtual class (i.e., to ensure
that each audio and video clip is played back at the appro-
priate time).
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As mentioned above, the video and audio content stored
on the multimedia storage service 190 may be a higher
quality than the audio/video used during the live virtual
conference. For example, as illustrated in FIG. 20, local
audio and/or video capture logic 2005 on each individual
client may capture higher quality video and audio than may
be possible to stream through the multimedia stream distri-
bution service 130. The higher quality audio/video may be
stored locally, as a set of audio and/or video clips on a
storage device 2001 of each client 130 during the virtual
conference. When the conference has ended, these clips may
be uploaded to the storage device 2000 on the multimedia
storage service 190. For example, each time a participant
speaks, a local audio clip of the user’s voice (e.g., an MP3
or AAC clip) may be recorded and subsequently uploaded to
the multimedia storage service 190. Additionally, state data
135, 145, 155, 165, timestamp data, and/or any other data
usable to reconstruct the virtual conference for playback
may be collected and stored on the multimedia storage
service 190 (as described in greater detail below).

In one embodiment, the recorded audio/video from the
virtual conference 2000 may include audio/video and other
content generated by each of the breakout groups. In this
embodiment, each of the audio/video clips may be associ-
ated with an identifier identifying the breakout group from
which they were collected. In this manner, the professor or
teacher may individually play back the audio/video and
other content to reconstruct and review the discussion and
content generated by each breakout group.

In one embodiment, playback of audio, video, and other
content is performed using a virtual conference playback
tool. The playback tool may be implemented as a separate
app or application or as a browser plug-in.

While the embodiment described above relies on a central
virtual conferencing service 100 to establish connections
between clients and to stream video and audio between the
clients, the underlying principles of the invention are not
limited to this particular implementation. For example, in
one embodiment, the clients are configured to establish
peer-to-peer connections with one another, either without a
central server (e.g., using a peer-to-peer networking proto-
col), or using a central server solely as a directory server, to
lookup the network addresses of the other clients participat-
ing in the virtual conference. Once connected via peer-to-
peer connections, the clients may implement the same state
synchronization techniques described above, including man-
agement of the speaker queue and breakout groups. In
addition, in this embodiment, the clients establish direct
connections with one another to exchange video and audio
of the participants.

Alternatively, rather than merely forwarding video and
audio streams between participants, the central virtual con-
ferencing service 100 may compress/recompress the video
and/or audio based on the capabilities of each individual
client (e.g., reducing the resolution and/or frame rate for
clients with smaller displays or lower-bitrate network con-
nections). In addition, in one embodiment, the virtual con-
ferencing service 100 may combine the video streams from
each of the clients into a single video stream that is then
streamed to all of the clients (e.g., compositing all of the
video streams into a single video frame, which is then
compressed and streamed to the clients).

In addition, various different forms of video and audio
compression may be used by the clients and/or the virtual
conferencing service 100 while still complying with the
underlying principles of the invention. This includes, but is
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not limited to, H.264, VP8, and VP9 for video coding and
Opus and iSAC for audio coding.

System and Method for a Virtual Conference
Interactive Timeline

As mentioned above, in some virtual conferencing sys-
tems, the meeting organizer or moderator is provided with
control over the state of the virtual conferencing system via
a graphical control panel. For example, when it is time to set
up a debate between two or more students, the professor uses
the control panel to manually rearrange the graphical user
interface to include two or more speaker positions and
identifies the students to participate in the debate. Similarly,
to subdivide the class into breakout groups, the professor
uses the control panel to manually specify the size of the
breakout groups, identify the students in each group, and
provide the necessary materials for each group to use during
the breakout session. When the breakout period is over, the
professor again uses the control panel to rearrange the
graphical user interface to review the results of each break-
out group. As another example, when a poll is to be
conducted, the professor uses the control panel to initiate the
poll, which may involve additional modifications to the
graphical user interface.

Requiring the instructor (or other moderator) to manually
perform all of the above operations during the course of a
class (or other type of virtual conference) can be distracting
and time consuming. To address this problem, one embodi-
ment of the invention comprises an interactive video con-
ferencing timeline which includes a graphical representation
of each of the events scheduled to occur during the course
of a virtual conference. To perform the sequence of opera-
tions required to implement an event, the professor (or other
moderator) simply selects the graphical representation cor-
responding to the event. In an alternate implementation, the
graphical representations may be selected automatically by
the system, in accordance with timing information associ-
ated with each event.

While the reminder of the discussion below will focus on
an online classroom implementation, the underlying prin-
ciples of the invention may be implemented in any virtual
conferencing environment in which different events require
changes to the virtual conferencing system configuration.

FIG. 21A illustrates an exemplary graphical interactive
timeline 2150 for use in an online classroom in which the
lesson plan for the class is subdivided into a plurality of
“sections” 2110-2111 and each section is subdivided into a
plurality of “segments” 2120-2123, 2130 corresponding to
scheduled events during the class. Selection of a segment
from the timeline causes the client on which the timeline is
displayed (typically the instructor’s client) to transmit one or
more commands to cause the video conferencing system to
implement the operations associated with the segment 2120.
In the illustrated example, segment 2120 is highlighted to
indicate that this section is currently being implemented by
the online virtual conferencing system. Because this par-
ticular segment 2120 is associated with conducting a poll
with video of a single participant being displayed in the
central speaker region (as indicated by the “l-up” indica-
tion), the selection of this segment (either manually by the
instructor or automatically) causes the client device on
which the segment is selected to transmit one or more
commands to the online video conferencing system to
implement the poll using the “1-up” user interface arrange-
ment. This may include, for example, generating the neces-
sary data structures to collect the poll data and generating a
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graphical user interface which includes video of a single
speaker in the speaker region (e.g., the professor) and a
region which includes one or more poll questions to be
answered by each participant.

In one embodiment, the dynamic state synchronization
service 120 described above in detail synchronizes the state
of each client in response to receipt of the commands. For
example, the dynamic state synchronization service 120 may
open records in the state database 115 required to implement
the online poll and may transmit synchronization signals to
each of the clients participating in the online conference to
ensure that the virtual conferencing graphical user interface
is consistent across all of the clients.

In one embodiment, timing data may be associated with
each of the sections and/or segments. For example, in FIG.
21A, the time allocated to each section is displayed within
the graphical elements, 2110 and 2111, associated with each
section (e.g., 10 minutes for each of sections 2110 and 2111).
In addition, in one embodiment, an elapsed time indicator
2160 may be displayed showing the total amount of time
which has elapsed during the class. The color of the elapsed
time may be updated to provide an indication as to whether
the class is proceeding in a timely manner. For example,
green may indicate that the class is proceeding on schedule
or ahead of schedule, yellow may indicate that the class is
proceeding slightly behind schedule (e.g., <5 minutes
behind), and red may indicate that the class is proceeding
significantly behind schedule. The system may determine
how far the class has progressed based on the current
segment highlighted within the timeline.

A notes section 2140 provides instructions to the profes-
sor related to each segment. For example, the notes 2140
may provide general instructions related to the purpose
and/or goals of the segment. The notes 2140 may also
provide a script from which the instructor may read. A first
graphical element at the bottom of the timeline may be
selected to display the notes and a second graphical button
(e.g., located at the top of the notes) may be selected to hide
the notes.

FIG. 21B illustrates the exemplary graphical interactive
timeline 2150 integrated within the video conferencing GUI
2320, which may include the various virtual conferencing
features described above such as a central speaker region,
and video thumbnails of the various conference participants.
In one embodiment, the instructor and/or an assistant to the
instructor are the only participants who are provided with
access to the interactive timeline 2150. The timeline may be
hidden and brought into the display via a graphical user
interaction by the instructor. For example, in one embodi-
ment, the instructor may select a graphical button or other
element to the right of the GUI or may select a designated
control key on the keyboard to bring the interactive timeline
2150 into view.

FIGS. 22A and 22B illustrate how a lesson plan may be
constructed and used to generate the graphical interactive
timeline. In the embodiment shown in FIG. 22A, a lesson
plan 2101 may be constructed in a human-readable format
prior to the online class (e.g., by a team of academic advisors
working for the online university, by the instructor, etc).
FIG. 23 illustrates one such implementation in which a
lesson plan 2101 has been constructed using an online word
processor (e.g., Google™ Docs). One section 2301 is illus-
trated which indicates, in a human-readable format, a title,
a time limit, and a start and stop time associated with the
section. The first segment 2302 includes a specification of
the operations which need to be performed for the segment
including setting up a “2-up” view which includes video of
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the instructor and a set of slides to be used for the segment.
A script or set of instructions are also provided within the
segment 2302. The top portion of a second segment 2303 is
illustrated which indicates that six breakout groups are to be
formed using 2-3 students in each groups based on a
particular attribute (e.g., frequency of participation in class,
grade, polling results, or any of the other variables discussed
above).

The lesson plan 2201 may be used to generate a machine-
readable representation of the lesson plan 2203. For
example, in FIG. 21B, machine-readable lesson plan gen-
eration logic 2102 uses the lesson plan 2101 to generate a
machine-readable representation of the lesson plan 2103.
For example, the machine-readable lesson plan generation
logic 2202 may scan the lesson plan 2101 for certain
keywords or fields and embed the data contained therein into
the machine-readable representation 2103. In an alternate
embodiment, the machine-readable representation of the
lesson plan 2103 may be generated manually by a user (e.g.,
an academic team member) using the data contained in the
lesson plan 2103.

Regardless of how the machine-readable representation of
the lesson plan 2103 is generated, in one embodiment, it is
generated in a YAML format, a well-known human-readable
and machine-readable data serialization format (sometimes
referred to as “Yet Another Markup Language” and some-
times using the recursive acronym “YAML Ain’t Markup
Language”). FIG. 24 illustrates an exemplary portion of a
YAML representation 2401 with arrows mapping section
data and segment data to a graphical interactive timeline
2402. For example, “section 17 of the YAML representation
2401 includes a field for the section title and field for the
duration of the segment. Each segment includes data indi-
cating a title (e.g., “conduct poll”), an operation to be
performed on the user interface (e.g., “l-up”) and other
pertinent information for implementing the section on the
video conferencing system (e.g., specific panes and GUI
features to be displayed). In addition, notes are provided
which may be used by the instructor during the class. As
mentioned, in one embodiment, the notes may be displayed
beneath the interactive timeline 2402.

Returning to FIG. 22A, timeline generation logic 2204
interprets the machine-readable representation of the lesson
plan 2203 to generate the timeline GUI and implement the
underlying operations associated therewith. In one embodi-
ment, the timeline generation logic 2204 is implemented as
program code executed on one or more virtual conferencing
servers within the virtual conferencing service 100. The
various timeline GUI features and associated functions are
then streamed to the instructor’s client which may imple-
ment the timeline and other GUI features within the context
of a Web browser or conferencing application installed on
the client. Alternatively, the timeline generation logic 2204
may be executed directly on the instructor’s client to gen-
erate the timeline GUI and associated functions. In this
embodiment, the machine-readable representation 2203 may
be sent directly to the instructor’s client to be interpreted
locally by the timeline generation logic 2204. Of course, the
underlying principles of the invention are not limited to the
particular location at which the program code for imple-
menting the timeline is executed.

In another embodiment, illustrated in FIG. 22B, a graphi-
cal design application 2204 is used to construct the timeline
for each class and responsively generate program code
and/or a machine-readable representation of the lesson plan
2212. One example of such a graphical design application is
illustrated in FIGS. 25A-C which includes a class timeline
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region 2501 comprising a series of entries into which
different graphical objects may be moved by the lesson
designer to construct each section and segment. In the
example shown in FIG. 25A, objects have been moved into
a first set of entries 2510 (numbered 1-6) and a second set
of'entries 2511 (numbered 7-15) are available to receive new
objects. In one embodiment, the lesson designer may create
a new section and/or segment by clicking and dragging a
new object into one of the open entries 2511. Different
objects may be provided which represent different resources,
tasks, and GUI configurations for each segment. In the
example shown in FIG. 25A, the objects include new
documents 2502, saved resources 2503 such as PDFs, notes,
videos, breakout groups 2504, polls 2505, and screen shar-
ing 2506. A virtual unlimited number of such objects may be
created and made available for the lesson designer to design
each section and/or segment. In FIG. 25B, the lesson
designer has selected a second breakout object 2520 and is
dragging the second breakout object towards the next open
entry within the open entry region 2511 (entry #7). FIG. 25C
illustrates the second breakout object 2520 positioned within
the set 2510 of selected objects.

In one embodiment, each object provided within the
graphical design application may have a set of parameters
from which the lesson designer may select. For example,
when selecting a new breakout group, a drop-down menu or
other graphical selection structure may be provided to allow
the lesson designer to select the parameters for the breakout
group (e.g., the number of participants per group, the
resources to be used during the session, etc). Similarly, when
conducting a poll, the lesson designer may be provided with
a design widget to enter a question and a set of possible
responses. Various additional object-specific design features
may be provided to allow the lesson designer to design each
section and/or segment.

In one embodiment, once the lesson designer has selected
and configured a set of objects within the graphical design
application 2211, the graphical design application 2211 will
generate program code and/or a machine readable represen-
tation of the lesson plan 2212 which may then be interpreted
by timeline generation logic 2213 to generate the timeline
GUI and associated functions 2214 described herein. As
mentioned, the generation of the timeline GUI and associ-
ated functions may be performed on the virtual conferencing
service or locally on the instructor’s client.

FIG. 26 illustrates one particular implementation where a
machine-readable representation of the lesson plan 2103 is
interpreted by timeline generation logic 2104 on a virtual
conferencing service 100 and the resulting timeline GUI and
associated functions 2105 are transmitted to the instructor’s
client 160. In this particular example, the timeline GUI and
associated functions are implemented within the context of
the conferencing GUI 162 executed within a browser or
application 161 on the instructor’s client 160. In one
embodiment, the timeline generation logic 2104 also estab-
lishes a database schema required to implement the func-
tions of the timeline. The database schema may be estab-
lished, for example, to set up the resources and other state
required to implement each section and segment within the
timeline. In one embodiment, the database schema is set up
in accordance with the various operations and objects speci-
fied within the machine-readable representation of the lesson
plan 2103.

In addition, in the illustrated embodiment, validation
logic 2601 is employed which validates the machine-read-
able lesson plan 2103 prior to generating the timeline 2105
and database schema 2600. For example, the validation logic
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2601 may parse and analyze the machine-readable repre-
sentation of the lesson plan 2103 to ensure that no errors are
present in the machine-readable representation. If the
machine-readable representation is in a YAML format, for
example, the validation logic 2601 may check to determine
that the syntax used within the YAML file is valid and may
also check to determine that various resources such as files
referenced within the YAML file exist in the locations
specified for the classroom.

As mentioned, once the timeline has been generated on
the instructor’s computer, the instruction may readily imple-
ment all of the operations associated with a segment by
selecting that segment. A variety of different operations may
be included within a segment including, by way of example
and not limitation, featuring a random or particular partici-
pant, or selecting a participant based on specified criteria
(e.g., featuring the participant who has spoken the least in
class thus far, the participant who scored the highest on a
recent quiz, the participant who answered a particular poll
question in a particular manner, etc). In addition, the seg-
ment may be configured to implement a variety of different
graphical user interface elements such as featuring different
numbers of participants within the speaker region(s) (e.g.,
1-up, 2-up, 3-up, 4-up, 5-up, 6-up, or 8-up for 1-8 featured
speakers, respectively) or displaying one or more resources
such as PDFs, Youtube® videos, links to web sites, word
processing or presentation documents, spreadsheets, photos,
to name a few. Other operations included in a segment may
include, but are not limited to, conducting a poll, displaying
poll results to the participants, comparing poll results of
multiple polls or the same poll conducted more than once
(e.g., one conducted at the beginning of class and the other
atthe end of class), conducting a quiz, conducting a breakout
session (e.g., selecting participants based on results of a
poll), featuring breakout groups and their work-product
(e.g., notes), pitting two students against one another in a
debate, sharing the instructor’s or a participant’s screen,
initiating an open discussion (with notes for the professor
related to how to direct it), and allocating a time period for
independent work.

As mentioned, in one embodiment, the state synchroni-
zation infrastructure described above may be used (at least
in part) to implement the operations associated with each
selected timeline segment. FIG. 27 illustrates one such
example in which the instructor has selected a segment,
Segment 3, within a timeline GUI 2105. In response, the set
of functions associated with Segment 3 are implemented in
succession and streamed to the dynamic state synchroniza-
tion service 120 on the virtual conferencing service 100. As
in prior embodiments, the state updates resulting from the
execution of these functions are then streamed down to
clients of each of the participants to the video conference,
including the client 160 of the instructor. For example, if
Segment 3 specifies that video of two speakers should be
displayed alongside the results of a poll, then a sequence of
commands to display two speakers along with poll results
will be streamed from the client 160 and synchronized with
all of the clients 140-160 via the dynamic state synchroni-
zation service 120. In one embodiment, the commands
transmitted from the client 160 comprise the same set of
commands that would result if the instructor manually set up
the dual speaker configuration with poll results. The end
result is that the local state 145, 155, 165 on each client will
be consistent and will display the desired GUI and associ-
ated configuration.

In one embodiment, the instructor may log in to the virtual
conferencing service 100 using two devices and may use one
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device for implementing the interactive timeline while using
the other device for implementing the standard conferencing
GUI. FIGS. 28A and 28B illustrate the interactive timeline
implemented on a mobile device and tablet, respectively,
and FIG. 28C illustrates the interactive timeline imple-
mented on a personal computer. In these embodiments, the
user logs in to establish a first communication socket with
the virtual conferencing service 100 using a first client
device, and also logs in to establish a second communication
socket with the virtual conferencing service 100 using a
second client device. in one embodiment, the virtual con-
ferencing service 100 will associated each of the two sockets
with the instructor’s account and will process commands
from either device in a similar manner. However, in one
embodiment, the state updates from the dynamic state syn-
chronization service 120 reflecting changes to the virtual
conferencing environment are transmitted to the client
device implementing the virtual conferencing GUI but not to
the client device implementing the interactive timeline.

System and Method for Decision Support in a
Virtual Conference

As mentioned above, in some virtual conferencing sys-
tems, the meeting organizer or moderator is provided with
control over the current state of the virtual conferencing
system via a graphical control panel. For example, in a
virtual classroom environment, the instructor is provided
with the ability to choose the current speaker or group of
speakers. Once selected, video of the current speaker or
group of speakers may be displayed within a central speaker
region of the virtual conferencing GUIL

When an instructor (e.g., professor, teacher) chooses to
call on a student during in-class discussions, the choice of
student to benefit from this learning opportunity may be
unfair or inefficient. A choice may be perceived to be unfair
because humans are prone to various cognitive biases (e.g.,
gender, or “availability” effects), which may affect a pro-
fessor’s decision in selecting a student to answer a question.
An instructor’s choice of a student may be inefficient
because the educational value associated with calling on a
student to answer a question varies and different students
benefit to different degrees from attempting to respond to the
same question.

Web conferences outside of the context of a synchronous
classroom environment suffer from a generalized form of
this problem; conference leaders often intend to be fair and
efficient in how they engage other conference participants,
but their attempts are impaired by various human biases and
ineflicient choices. Furthermore, to the extent an instructor
or other moderator wants to be fair or efficient, he or she
needs to expend both significant cognitive effort during the
class/meeting to track student behavior as well as time pre-
and post-class/meeting to prepare.

As a result of these limitations, some students (or partici-
pants) are afforded fewer learning and/or speaking oppor-
tunities than others and valuable learning opportunities are
missed.

One embodiment of the invention provides a web con-
ference leader (e.g., an instructor or other moderator) with
information about which participants (e.g., which particular
students, meeting attendees) may benefit most from active
participation at a particular point in time. For example, a
student may be called on to answer a particular question
during a class, or a meeting attendee may be invited to speak
at a particular point during a conference. Using the tech-
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niques described herein, speaking and learning opportunities
are provided efficiently and fairly without bias.

While the discussion below will focus on a virtual class-
room or “e-learning” environment to facilitate discussion of
the present application, one of ordinary skill in the art will
appreciate that the underlying principles of the invention
may be extended to any virtual conference in which partici-
pants are invited to speak or otherwise participate.

FIG. 29 is a block diagram illustrating components of an
exemplary computer system which may be used to imple-
ment the various clients and servers described herein. The
exemplary computer system may execute program code
stored on a machine-readable medium to implement the
various techniques described herein. Specifically, FIG. 29
shows a diagrammatic representation of a machine in the
example form of a computer system 2900 within which
instructions 2924 (e.g., software) for causing the machine to
perform any one or more of the methodologies discussed
herein may be executed. In alternative embodiments, the
machine operates as a standalone device or may be con-
nected (e.g., networked) to other machines. In a networked
deployment, the machine may operate in the capacity of a
server machine or a client machine in a server-client network
environment, or as a peer machine in a peer-to-peer (or
distributed) network environment. As is further described
below, this machine representation provides an example
configuration to execute the processes described herein
whether on the server side and/or client side.

The machine may be a server computer, a client computer,
a personal computer (PC), a tablet PC, a set-top box (STB),
a personal digital assistant (PDA), a cellular telephone, a
smartphone, a web appliance, a network router, switch or
bridge, or any machine capable of executing instructions
2924 (sequential or otherwise) that specify actions to be
taken by that machine. Further, while only a single machine
is illustrated, the term ‘“machine” shall also be taken to
include any collection of machines that individually or
jointly execute instructions 2924 to perform any one or more
of the methodologies discussed herein.

The example computer system 2900 includes a processor
2902 (e.g., a central processing unit (CPU), a graphics
processing unit (GPU), a digital signal processor (DSP), one
or more application specific integrated circuits (ASICs), one
or more radio-frequency integrated circuits (RFICs), or any
combination of these), a main memory 2904, and a static
memory 2906, which are configured to communicate with
each other via a bus 2908. The computer system 2900 may
further include graphics display unit 2910 (e.g., a plasma
display panel (PDP), a liquid crystal display (LCD), a
projector, or a cathode ray tube (CRT)). The computer
system 2900 may also include alphanumeric input device
2912 (e.g., a keyboard), a cursor control device 2914 (e.g.,
a mouse, a trackball, a joystick, a motion sensor, or other
pointing instrument), a storage unit 2916, a signal generation
device 2918 (e.g., a speaker), and a network interface device
2920, which also are configured to communicate via the bus
2908.

The storage unit 2916 includes a machine-readable
medium 2922 on which is stored instructions 2924 (e.g.,
software) embodying any one or more of the methodologies
or functions described herein. The instructions 2924 (e.g.,
software) may also reside, completely or at least partially,
within the main memory 2904 or within the processor 2902
(e.g., within a processor’s cache memory) during execution
thereof by the computer system 2900, the main memory
2904 and the processor 2902 also constituting machine-
readable media. The instructions 2924 (e.g., software) may
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be transmitted or received over a network 2926 via the
network interface device 2920.

While machine-readable medium 2922 is shown in an
example embodiment to be a single medium, the term
“machine-readable medium” should be taken to include a
single medium or multiple media (e.g., a centralized or
distributed database, or associated caches and servers) able
to store instructions (e.g., instructions 2924). The term
“machine-readable medium” shall also be taken to include
any medium that is capable of storing instructions (e.g.,
instructions 2924) for execution by the machine and that
cause the machine to perform any one or more of the
methodologies disclosed herein. The term “machine-read-
able medium” includes, but not be limited to, data reposi-
tories in the form of solid-state memories, optical media, and
magnetic media.

FIG. 30 illustrates an exemplary decision support module
3000 which generates a prioritized list of students 3112 who
would benefit the most from participation, based on a set of
criteria and student data 3110. As discussed below, the
criteria and student data may include one or more questions
(q) and learning outcomes (o) of the question with respect to
each student. The student data may also include variables
such as the length of time since the student has participated
in the virtual classroom.

In one embodiment, the decision support module 3000 is
configured to quantify values of a question q, which is
designed to promote a learning outcome o, for each student.
The decision support module 3000 comprises a question
outcome relationship identification module 3002, a partici-
pant evaluation and recommendation module 3004, and a
user interface module 3006. In one embodiment, the deci-
sion support module 3000 is implemented in program code
executed on the client of the instructor. However, in another
embodiment, the decision support module 3000 is imple-
mented on a server within the virtual conferencing service
100 (i.e., and the decision results transmitted to the instruc-
tor’s client).

In one embodiment, the question outcome relationship
identification module 3002 is configured to identify the
relationship between a question and an underlying outcome,
the participant evaluation and recommendation module
3004 is configured to evaluate a participant’s performance
based on the identified relationship and recommend one or
more participants based on the evaluation, and the user
interface module 3006 is configured to generate a user
interface to identify participants for speaking and/or learning
opportunities (see, e.g., FIG. 31 and associated text below).
While illustrated within the context of the decision support
module 3000, the user interface module 2006 may be
implemented as a separate module which generates user
interface features in response to the decisions made by the
decision support module 3000.

Questions in some examples provided herein are teaching
instruments. For example, instructors ask questions to facili-
tate teaching. Questions may be asked to help the students
achieve a learning outcome, to develop a habit of mind, or
to acquire a foundational concept. As illustrated, the deci-
sion support module 3000 is configured to facilitate a web
conference leader’s decision making when selecting a stu-
dent to participate in the virtual classroom. The present
application refers to underlying outcomes as o, questions as
q, and students as s. In one embodiment, the decision
support module 3000 is configured to identify the relation-
ship between a question q and a student’s output, which is
the student’s performance with respect to the underlying
outcome 0. A many-to-many relationship may exist between
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a question q and an underlying outcome o, associated with
the question q. It is noted that the decision support module
3000 may be embodied as a computer program product
comprised of instructions, e.g., 2924, stored in a storage unit
and/or memory, e.g., 2904, 2916, and/or 2922, an executable
by a processor, e.g., 2902.

In various embodiments, a decision support module 3000
may generate a score related to a student, by using a criterion
function C, as illustrated in Equation (1):

C:(0,9)—[0,1]

The question outcome relationship identification module
3002 may define a criterion function C to describe the
relationship between a question and an outcome. A criterion
function C may be defined to include a set of factors. For
example, a criterion function C may include a period of time
since the last time that a student s answered a question q
involving outcome o correctly during class discussion. As
another example, a criterion function C may include a period
of time since the last time a student s answered a question
q involving outcome o correctly in submitted homework
assignments. Another criterion function C may include a
distance from mastery, which is a quantitative measurement
indicating the difference of a student s from mastering an
outcome o (assuming that the students has not yet demon-
strated mastery based on past performance on tests or
quizzes). The distance from mastery is designed to provide
a student with opportunities to demonstrate newly-acquired
mastery or any incremental progress (e.g. a higher score on
a metric of mastery) based on the practice opportunity and
professor feedback. In various embodiments, the distance
from mastery is configured to be a metric including a set of
factors such as a student’s past attempts exhibited in syn-
chronous settings (e.g. prior class sessions), or a student’s
past attempts exhibited in asynchronous settings (e.g. sub-
mitted assignments, discussion boards).

A criterion function C may further include a period of
time since the last time a student s has spoken in a class
and/or may include the number of times that a student s fails
in grasping the outcome o. In some cases, an instructor may
call on a student s who does not fully grasp a concept and
needs to have a basic understanding of the learning outcome
0.

The participant evaluation and recommendation module
3004 ecvaluates a participant’s mastery of an outcome
according to the defined criterion function C. A participant’s
performance in past sessions (which may be recorded) may
provide a basis for evaluating the participant in a present
session. Various embodiments may record, store, and ana-
lyze, student participation in web conference session. For
example, data may be created to evaluate a student’s per-
formance according to a rubric defining a set of evaluation
rules provided by an instructor.

An instructor may take into account multiple criteria
when determining which student to select to participate. For
example, in some embodiments, a composite criterion func-
tion C, may be defined to include a set of individual criteria
functions {C, ..., C,}. A composite criterion function C,
may be defined as the weighted sum of a set of individual
criterion functions and may be used to determine a score for
students according to an outcome o:

C==,_"wC; 2),
where each of the criteria functions {C, . .., C } has a
corresponding weight {W, ..., W, } and
Z_"w=ll
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Of course, in some implementations, the student selection
process may be simpler than that described above. For
example, in one embodiment, a single criterion such as the
length of time since each student last participated or the
frequency of participation of each student may be used as a
sole variable for selecting a student. For example, the
participant evaluation and recommendation module 3004
may generate the prioritized set of students 3112 based
solely on one of these variables.

In the context of a single-criterion decision support mod-
ule, a set of students {s, . .., s,} may be ordered according
to their C scores based on a learning outcome o associated
with a question q, as illustrated in Equation (3). In various
embodiments, the student with the highest score according
to a criterion C may be reported. The student with the
highest score is the one who, according to a decision
criterion C, is expected to benefit the most from being asked
a question q focused on this learning outcome o.

3

In the context of a multiple-criteria decision support
module, a set of students {s, . . ., s,} may be ordered based
on each individual score according to a composite criteria
function C,, according to Equation (4) below. One or more
students with the highest score(s) are the ones whom,
according to the composite decision criteria, are expected to
benefit the most from answering the question that addresses
the learning outcome o.

Cooril04s1, - - -, Sn})_)[shighest’ e STowesi

),

Various embodiments identify one or more students who
are most likely to benefit from answering a question address-
ing an outcome and may present a metric to an instructor
recommending one or more students to be called on. The
metric may include one or more students with the highest
score(s) based on an outcome associated with a question.

In one embodiment, information is presented to an
instructor on-demand or in real-time within a virtual con-
ference user interface as illustrated in FIG. 31. The user
interface may present results of the decision support module
3000 by highlighting a set of one or more students 3112-
3117 having the highest scores for each decision criterion
and/or highest composite scores. In particular, in the
embodiment shown in FIG. 31, video thumbnails are dis-
played for all of the students and a subset of the video
thumbnails 3112-3117 are highlighted using multi-colored
circles. Once highlighted, the instructor may manually select
one of the highlighted user to participate (e.g., answer a
question).

In one embodiment, the user interface module 3006
creates (or provide for display on a visual display or screen)
the illustrated user interface based on recommendations
made by the participant evaluation and recommendation
module 3004. In the illustrated example, the set of video
thumbnails 3112-3117 associated with recommended stu-
dents are highlighted to the professor 3110 based on the
learning outcome 3120 identified by the professor. A video
image 3110 of the professor is illustrated in the center
speaker region.

In various embodiments, a user (e.g., an instructor, a
conference leader, a moderator) may specity an outcome
(e.g., a learning outcome, a conference objective, a meeting
objective) that is desired or needs to be addressed. A set of
recommendations is provided based on the outcome. An
outcome may be defined in different ways. For example, a
professor may indicate a learning outcome. A learning
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outcome may evaluate whether hypotheses are based on
plausible premises and assumptions, and are falsifiable.

Before a class session begins, the professor 3110 may
select a learning outcome from a list provided. The selected
learning outcome may be included in prepared class mate-
rials. The professor may pull it up during a class from a
dashboard of prepared class materials (e.g., such as the
interactive timeline 2402 described above), either on their
primary computer display or a dedicated dashboard on a
tablet or other mobile device (as shown in FIGS. 28A-C).

The professor 3110 may prepare specific questions before
class and indicate the learning outcome associated with each
question. During class, decision support recommendations
may then be generated by the decision support module 3000
when a question is selected.

The professor 3110 may also specify a learning outcome
during class, without advanced preparation. A set of learning
outcomes may be provided in an order to make the selection
straightforward. Minimum attention is required to make the
decision while the professor 3110 leads a class discussion.
Once again, the interface may be displayed on the primary
display or on a dedicated interface on a secondary display.

Various embodiments allow a user, e.g., the professor
3110, to select from a set of criteria and/or a weight
associated with a criterion. In order to calculate scores for
students, e.g., 3112-3117, based on the specified learning
outcome, a set of criteria may be specified. If a composite
score is desired, per-criterion weights may be specified.
Such selections may be made before or during class. For
example, the professor 3110 may select a criteria and/or a
weight.

The professor 3110 may toggle on/off a criterion from a
list of criteria provided before the class session begins (e.g.,
on the primary display or a secondary display). The profes-
sor 3110 also may toggle on/off a criterion from a list of
criteria provided during class, without advanced setup.
Moreover, for different questions, the professor may activate
or deactivate a criterion. This interface may be displayed on
the primary display or on a dedicated view on a secondary
display.

Various different types of information may be considered
by the decision support module 3000 to identify and priori-
tize a set of students who would most benefit from partici-
pation. In many of the examples set forth above, the criteria
is based on specific questions and outcomes. Additional
criteria may include the how frequently or how recently each
user has participated in the class discussion. For example,
one embodiment of the decision support module 3000 may
identity a set of participants who have participated the least
in class discussions and/or a set of participants who have not
participated recently (compared with other participants).
Using this information, the decision support module 3000
may generate a prioritized list of participants with those
users who have participated the least towards the top of the
prioritized list and those who have participated the most
towards the bottom of the prioritized list. In other embodi-
ments, the participation level of each user is just one criteria
among several evaluated by the decision support module
3000 when prioritizing the list of students. Like other
criteria, the participation level of each student may be
assigned a weight which may be combined with the weights
of other criteria to arrive at the final prioritization determi-
nation.

The number of recommendations for each active criterion
may be specified. For example, the instructor may specify
the number of students to be highlighted as potential can-
didates for participation. The number may be the same for all
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criteria or may vary by criterion. If a composite criteria
scoring is desired, control over the weights attached to each
active criterion can be exposed. In one embodiment, weights
may all be set to 1/n where n is the number of active criteria.
Sliders (or other such controls) may be used to increase or
decrease any of the individual weights and the other weights
can automatically adjust to compensate proportionally. For
active criteria functions {C; . . ., C,} and current weights
{w, ..., w,}, if w, changed to w/, the other weights may
be adjusted in accordance with the difference w,~w, such
that the sum of all weights is maintained to be unity: 2, w,=1.

Once an outcome is identified, recommendations may be
presented to an instructor or other moderator. In some
embodiments, recommendations may be determined, stored,
and provided even before a class begins. By way of example,
based on specified criteria, recommendations may be gen-
erated and integrated within the interactive timeline 2402
described above. In such a case, the instructor may only need
to select the relevant segment from within the timeline 2402
to view the set of recommended students 3112-3117.

While one specific implementation is illustrated in FIG.
31, in which differently-sized highlight elements are dis-
played over certain video thumbnails 3112-3117, decision
support recommendations may be presented to a user in a
wide variety of ways. For example, recommendations can be
conveyed to an instructor by visually modifying or styling
video or photographic representations of students through:
(1) change in brightness, opacity, saturation, and/or contrast
of the video or photograph of relevant students; (2) change
in size, color, or opacity of a border or shadow around the
video or photograph of relevant students; (3) addition of a
pulse or wiggle animation of a border or shadow around the
video or photograph of relevant students; (4) increase in
size/dimensions of the video or photograph of relevant
students; (5) addition of an icon or badge on or near the
video or photograph of relevant students; (6) a word or
phrase appearing below or otherwise associated with the
video or photograph of relevant students; or (7) a change in
position of a photograph (e.g., slightly elevated on y-axis),
or change in ordering of a row of photos (e.g., arranging
students from left to right in a descending order).

Students that are evaluated to benefit from a learning
opportunity to different degrees may be visually modified
differently. For example, in FIG. 31, a more pronounced
(i.e., larger) highlight is used for the student identified in
video thumbnail 3112 compared to the student identified in
video thumbnail 3113 (indicating that the student in 3112
may benefit more from participation based on the results
generated by the decision support module 3000).

In one embodiment, students who demonstrate a lower
mastery of a subject may be presented more visually dis-
tinguishable than students who demonstrate greater mastery.
A student may be presented most visually distinguishable
when the student is determined to demonstrate the least
amount of mastery of the underlying outcome associated
with a question. Students 3112, 3115-3116, and 3117, in the
illustrated example, are more visually distinguishable than
students 3113-3114.

For instance, the highlighted area around students 3112,
3115-3116, and 3117 are larger and the color is brighter than
the highlighted area around students 3113-3114. Via this
visual presentation, the professor 3110 may be notified that
among the students being recommended 3112-3117, stu-
dents 3112, 3115-3116, and 3117 have demonstrated rela-
tively less mastery. As such, the professor 3110, with very
little cognitive effort, may make a decision in picking a
student to answer the question. In one embodiment, the
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professor may pick a student by selecting the video thumb-
nail or other icon associated with that student.

The relevant criteria may be identified and presented to a
user. Recommendations may be made based on at least one
criterion, the criteria used as a basis for each recommenda-
tion may be identified and presented to a user. Criteria that
are used may be presented to a user by visual modification.
A visual style modification can display the name of and/or
short identifier for one or more criteria by which the student
was recommended, either always or upon a trigger action
like a mouse click, hover, or tap.

When there are multiple displays, a live-updating display
of recommendations may be visible for all active criteria for
all learning outcomes of interest. All recommendations are
always visible for all outcomes of interest. A user does not
need to select a learning outcome to view recommendations.
For example, a grid of student names or photos may be
displayed. Each row is associated with one learning outcome
and each column is associated with one decision criterion. In
each cell, a visual representation of the top students being
recommended for the combination of outcome and criterion
is displayed.

When multiple criteria are selected but only one outcome
is specified, a list of top students per criteria are distributed
across multiple rows, such that only one student is displayed
in a cell. When several outcomes are selected but only one
criterion is specified, a list of students in each cell may be
distributed across multiple columns, such that only one
student is displayed in a cell.

A method in accordance with one embodiment of the
invention is illustrated in FIG. 32. The method may be
implemented within the context of the system architectures
described above, but is not limited to any particular system
architecture.

At 3201, criteria and student data are evaluated to gen-
erate a set of prioritized student participants (i.e., ordered
based on relative priority). As mentioned, in one embodi-
ment, multiple weighted criteria may be used to perform the
prioritized ordering. Variables such as the specific question,
the learning outcome for the question, and the length of time
since each student has last participated may be evaluated to
generate the ordering.

At 3202, representations of the prioritized students may
be highlighted within the instructor’s graphical user inter-
face based on the relative prioritization of the students. For
example, in the embodiment shown in FIG. 31, the highlight
graphics surrounding some of the prioritized students 3112-
3117 are bolder and/or larger to reflect the prioritization. Of
course, various other techniques may be used to convey the
prioritization including simply ordering the representations
of the students based on priority (e.g., higher priority to the
left and lower priority to the right), displaying a numerical
value, and/or using color-coding.

At 3203, an indication of one or more prioritized students
selected by the instructor/moderator are received (e.g., by
program code executed on the instructor’s client and/or the
virtual conferencing service 100). As mentioned, the instruc-
tor may select a student simply by clicking on the high-
lighted representation of that student within the graphical
user interface.

At 3204, signals are generated to rearrange the user
interfaces of all of the virtual conference participants in
response to the instructor’s selection. For example, if the
instructor has selected a particular student to address a
question, then that student may be moved into the center
speaker region of the graphical user interface. In one
embodiment, the rearrangement of the user interfaces is
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accomplished through the dynamic state synchronization
service as described above. For example, the local state of
the instructor’s user interface may first be modified to reflect
the selection. The state changes may be transmitted to the
dynamic state synchronization service from the instructor’s
client from which they may be propagated to all clients
participating in the virtual conference (e.g., using the pub-
lish/subscribe techniques described above).

System and Method for Tracking Events and
Providing Feedback in a Virtual Conference

As mentioned above, students in a virtual classroom can
benefit from formative feedback on their contributions dur-
ing classroom discussions. Such feedback requires identify-
ing, classifying, and/or assessing each contribution (e.g.,
spoken contribution, written contribution) by each indi-
vidual participant, which may be time consuming and
impractical. Notwithstanding the pedagogical value of for-
mative feedback and assessment, the time and resources
required in providing such feedback and assessment to
participants can prevent or diminish this learning opportu-
nity for participants.

One embodiment of the invention actively captures
“events” related to the activity of each student during the
course of a virtual conference. These events may then be
stored along with timing data to indicate the points in time
during the course of the virtual conference when the events
occurred and information associating each event with par-
ticular participant. An instructor or other moderator may
then review the activities of a given participant by filtering
the events associated with that participant from the events
associated with all other participants. In one embodiment,
the timing data may be used to review the events within the
context of the overall virtual conference (i.e., at the specific
times at which the events occurred). In this manner, the
instructor or other moderator can efficiently review the
contributions of each student and provide formative feed-
back. In one embodiment, identified contributions may be
classified and assessed according to the goals defined by the
instructor.

While the embodiments described below focus on a
virtual classroom or “e-learning” environment to facilitate
discussion of the present application, one of ordinary skill in
the art will appreciate that the present application can be
used to provide feedback and support decision making in
various other forms of virtual conferences.

FIG. 33 illustrates an example feedback provision module
3300 which evaluates the video conference contributions
3310 of each participant and responsively generates sets of
assessed and categorized contributions 3312. In one embodi-
ment, the assessed and categorized contributions 3312
includes data associating each contribution with at least one
participant and timing data indicating a point in time at
which the contribution occurred during the virtual confer-
ence. The feedback provision module 3300 may be embod-
ied as program code (e.g., software instructions) that may be
read into the memory 2904 and executed by the processor
2902 of the computer system 2900 as illustrated in FIG. 29.
The exemplary feedback provision module 3300 comprises
a contribution identification module 3302, a contribution
classification module 3304, and a contribution assessment
module 3306. Briefly, in one embodiment, the contribution
identification module 3302 identifies a participant’s (e.g., a
student’s) contribution during the virtual conference, the
contribution classification module 3304 classifies the par-
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ticipant’s contribution, and the contribution assessment
module 3306 assesses a participant’s contribution and gen-
erates assessment data.

Turning first to the contribution identification module
3302, a participant’s action may be identified as a contri-
bution according to a web conference leader’s (e.g., the
instructor’s) definition or according to some predefined
criteria (e.g., implemented in a rubric). Various types of
actions may be identified and recorded for assessment
purposes including, by way of example and not limitation, a
participant speaking during a class, a participant typing a
comment during a class, a comment provided by a partici-
pant and publicly spotlighted by an instructor during a class,
a participant’s response to a poll or a quiz question during
a class, a participant formally asking a question during a
class, or any of the above actions in a group discussion. As
mentioned above with respect to FIG. 20, high quality audio
and/or video clips 2000 of each student’s participation may
be recorded locally on each client 130 and subsequently
archived within a multimedia storage service 190. In addi-
tion, a participant’s action may be recognized from the
recorded audio and/or video clips 2000, as further described
herein.

An event may be recorded when the contribution identi-
fication module 3302 identifies a participant’s action as a
contribution of interest to a web conference leader or asses-
sor. In one embodiment, upon detecting an action of interest,
a record is created to store the action. For instance, when a
user U takes an action A at time T and the action A is
recognized as a contribution, other participants may be
notified that the action A taken by the user U and an entry
may be created to record that user U took an action A at time
T. The participants may be notified through the dynamic
state synchronization service 120 (e.g., using a publish/
subscribe mechanism described above) and a record of the
event may be created and stored within an event log 3331 on
a log server 3330 (e.g., on the virtual conferencing service
100 and/or on each of the individual clients).

In some embodiments, all actions by all participants are
recorded and stored by the contribution identification mod-
ule 3302 according to a reference time point. That is, all
events are recorded and logged including those that may not
be of interest to a web conference leader. As such, an event
type that was not initially perceived to be of interest when
an event occurred may be retroactively incorporated if it is
later determined to be of interest. For example, when a user
U takes an action A at time T, a server may be notified by a
message to publish this action A at time T. The other
participants may be notified and a log entry may be created
to record that the user U took the action A at the time T. The
log entry is thus associated with a timestamp.

As mentioned, an event of interest may be recognized by
the contribution identification module 3302 when a partici-
pant’s action is detected and determined to meet a web
conference leader’s definition. For example, in the case of
speaking contributions, a “push-to-talk” model or a “record-
when-speaking” model as previously described may be used
to detect a participant’s contribution which is of interest to
the conference leader. In the “push-to-talk” model, a par-
ticipant activates a microphone and features his or her video
by a trigger action (e.g., holds a specific key on a keyboard,
toggle a button) Such a “push-to-talk” model may generate
a time-stamped “spoken-contribution-started” event. Audio
may be recorded from the student’s microphone when the
triggering action is detected (e.g., a key is pressed). Record-
ing of audio may be stopped or terminated when another
triggering action is detected (e.g., a key is released) and a
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“spoken-contribution-ended” event is generated. The
recorded audio may be uploaded and archived on a server
(e.g., on the multimedia storage service 190) along with the
starting event and the concluding event. As such, records of
when a participant starts and finishes speaking and an audio
clip of his or her contribution may be created. The duration
of the participant’s spoken contribution may also be deter-
mined and recorded. In the “record-when-speaking” model,
a participant’s audio input is monitored for sound that is
likely to be recognized as human speech (e.g., volumes
above a threshold).

In one embodiment, a speech recognition module or
application translates each participant’s verbal contribution
into text—either during the conference or as a post-process-
ing operation following the conference. The speak recogni-
tion operations may be performed on recorded speech at the
multimedia storage service 190 (e.g., after all captured audio
clips have been uploaded) or on each individual client 130
(e.g., directly from the captured audio clips 2000). In this
embodiment, the text may be stored and associated with the
speaking event which was used to generate the text (e.g.,
using the same set of timestamps).

Records may be created to log each event within the event
log 3331, for example, “spoken-contribution-started” or
“spoken-contribution-ended” events may be recognized and
recorded each time the threshold (e.g., =50 dB) is crossed
and/or each time the user holds down the “push to talk”
button. Every identified event is associated with reference
time points in the audio/video recording, of which one
reference time point indicates the starting point of the
identified event and the other reference time point indicates
the completion point of the identified event. In one embodi-
ment, a reference event is created immediately before the
recording such that the time point to which the reference
event corresponds is used as an offset to determine the
reference time points for an identified event. For example, as
illustrated in FIG. 34, when a class starts, event logging
begins at time A (e.g., record start time). The instructor
requests audio/video recording at time B, and the recording
is enabled at time C. When an event is logged at time D, the
log of the event is synchronized within the event log 3331
with the video recording of the event by associating it with
timestamp “TS=(D-C)” in the recorded audio/video.

In one embodiment, the contribution classification mod-
ule 204 classifies contributions made by participants accord-
ing to one or more predefined evaluation rubrics or evalu-
ation rubrics defined by a conference leader. A conference
leader may be able to specify an outcome and a rubric for
evaluating each contribution making contribution classifi-
cation efficient and accurate. One embodiment of the con-
tribution classification module 204 allows a user to non-
linearly navigate a tethered video timeline and event stream.
In addition, the user may flexibly filter events to separate
events that are contributions from those that are not contri-
butions in the event log 3331. A user may select one or more
learning outcomes of events from a larger set of outcomes.
An outcome may be an objective to be achieved in a web
conference session. A participant’s contributions may be
classified based on the types of the contributions (e.g.,
speaking, typing, writing, drawing, outlining, etc.). Each
contribution may be associated with a set of contribution
attributes such as the type, the timestamp, the duration,
and/or the content, etc.

A non-linear navigation that employs at least two mecha-
nisms to navigate a video recording may be provided. FIG.
35A illustrates an exemplary user interface which includes a
media player component 3501 for displaying video and
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rendering audio of a recorded video conference and an event
list 3502 for selected portions of the recorded virtual con-
ference. As illustrated in FIG. 35A, a video may be played,
paused, and searched using a video controller (or associated
keyboard shortcuts) in the media player 3501. In addition,
one or more events may be selected from an event list 3502,
via a user interface controller (e.g., by clicking or tapping on
an event in the list 3502 or triggering via a keyboard
shortcut). In one embodiment, each item in the event list
3502 is an event associated with an event type, event
description, event timestamp, event creator/actor, and/or
event type-specific metadata and details. In one embodi-
ment, when a video is navigated using one of the navigation
mechanisms (e.g., moving the navigation bar within the user
interface of the media player), a corresponding event within
the event list may be automatically highlighted. For
example, when playback is dragged to a new point in the
video, the event with timestamp before that time point or the
closest to that time point is selected. While playing a video,
when the playback passes over the timestamp of an event,
that event is visually highlighted in the event list 3502 (e.g.,
changed to be distinguishable from the other events). When
an event is selected from the event list 3502 via a triggering
action, the video playback jumps to the time corresponding
to the timestamp of the selected event. While the media
player 3501 is displayed above the event list 3502 in the
illustrated example, the media player 3501 and the event list
3502 may be positioned in other configurations (e.g., side by
side).

In one embodiment, each event within the event list 3502
may be displayed in accordance with the type of event. In the
example shown in FIG. 35A, different events are identified
using different icons (e.g., speaking events include a speak-
ing bubble icon, typing events include a keyboard icon, etc).
In addition, color coding may be used to indicate whether an
event in the list is a speaking event, typing event, book-
marked moment, etc. The color coding may be set to the left,
right or across the entire event within the event list 3502. Of
course, different events may be identified in various different
ways while still complying with the underlying principles of
the invention.

In addition, events within the event list may be filtered by
participant, event type and/or event content. Examples of
filtering GUI functions are illustrated in FIGS. 35B and 36
and described in greater detail below.

FIG. 35B illustrates another embodiment of an event list
3503 which visibly includes event details with formatting
that varies by event type. For example, the bars shown in
FIG. 35B each have a different color corresponding to a
different event type (including bookmarked events, discus-
sion events, slides, and questions). A user may configure the
display of certain event types via the user interface control
3504 which includes selection elements (e.g., selectable
check boxes) allowing the user to apply a set of filters in
accordance with the selected elements. For example, if the
user were only interested in discussion events (e.g., speaking
events), then the user would place a check only in the
discussion selection element.

FIG. 36 illustrates another example event filter control
3604 through which a user may control and select a subset
of events associated with a virtual conference. The illus-
trated event filter control 3604 includes a first section 3601
in which the user may specify the types of events to be
displayed which includes spoken comments, typed com-
ments, featured comments, bookmarked moments, and liked
moments. Some of the event types are configurable for
further fileting. For example, the user may select spoken
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comments above a user-configurable duration (e.g., 7 sec-
onds in the example) and may select typed comments above
a certain length (e.g., 10 words in the example). The second
section in the event filter control 3602 allows the user to
filter based on the identity of one or more students. Here,
using radio buttons, the user may select the entire class, an
individual student, or the user herself. A third section 3603
allows the user to choose between assessed contributions
(e.g., those for which feedback has been provided),
unassessed contributions, or both.

As mentioned, when users take actions that are recog-
nized as contributions, events are automatically generated
and stored within the event log 3331. In one embodiment,
metadata related to those actions is also associated and
stored with the events. For example, an event may be
associated and stored with metadata defining an event type
(e.g. spoken comment, typed comment, bookmarked
moment), a type-specific event duration (e.g. number of
words in written comment, number of seconds in spoken
comment), an event actor (i.e. which person took the action
resulting in the event entry), and/or the number of assess-
ments of the event. In this embodiment, the event filter
control 3602 provides the user with options to use the
metadata as a basis for filtering or sorting events. Different
categories of filters may be provided to select events to be
displayed. Upon selection by the user, the event list displays
events that match the conditions defined by the filters. If an
event does not match conditions specified by one or more of
the filters, the event is not displayed.

Event filters may include an event type filter, a type-
specific filter, an event actor filter, or an event assessment
filter. Examples of the event type filter and type-specific
filter are illustrated in section 3601 of the event filter 3604;
examples of an event actor filter are illustrated in section
3602, and examples of an event assessment filter are shown
in section 3603. By way of example, an event type filter may
include spoken contributions, typed contributions, instruc-
tor-featured contributions, or bookmarked moments. A type-
specific filter may include the minimum duration (e.g., time
duration, word counts) of a participant’s contribution (e.g.,
spoken contributions, typed contributions). An event actor
filter allows a user to select events made by everyone, by a
specified/named participant, or by the viewing/current par-
ticipant. An event assessment filter allows a user to select
events that have been assessed or have not yet been assessed.
An event list 3502, 3504 may be updated in real time when
a filter is enabled, disabled, or modified. An indicator of the
number of events included in a list may also be displayed.

FIG. 37A illustrates an example user interface 3701 for
selecting a learning outcome. A web conference leader may
select a learning outcome to associate with an event thereby
choosing the most efficient path for their particular situation.
Leaning outcomes may be organized hierarchically. A user
may select a learning outcome by clicking a mouse or
trackpad, tapping on a touch-screen input, or typing a
keyboard shortcut or by making a series of actions. For
example, an instructor may select a learning outcome from
a domain of 125 learning outcomes by making a series of
three 5-option selections.

FIG. 37B illustrates a user interface 3702 including a
learning outcome at the bottom of an organizational hierar-
chy which may be “pinned” in advance of the web confer-
ence for quick access. For class discussions that are focused
primarily on a small number of learning outcomes, provid-
ing fast shortcuts to these outcomes can avoid repeating the
same multi-step selection process many times for a single
assessment session.
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FIG. 37C illustrates an example user interface 3703 in
which a search field 3704 with an auto-complete feature
helps a web conference leader find learning outcomes based
on a keyword, which can efficiently facilitate selection via
the hierarchical structure. When an instructor types in the
text field, only items that match with the words typed are
displayed. As such, the instructor may locate the appropriate
outcome more easily.

FIG. 38 illustrates an evaluation rubric 3800 from which
a student’s evaluated contributions may be selected. In one
embodiment, the contribution assessment module provides
these options to the instructor and compiles the instructor’s
selections. After the identified events are classified accord-
ing to learning outcomes, each student may be assessed with
respect to the learning outcomes. The instructor may iterate
over the list of students and view filtered sets of contribu-
tions made by each student labeled with each relevant
learning outcome. The instructor may then evaluate the
student’s contributions and provide a feedback based on the
student’s contribution and the objective (e.g., a learning
outcome).

FIGS. 39-41 illustrate example user interfaces for evalu-
ating and providing feedback on a participant’s contribution.
This embodiment includes the event filter 3604 for filtering
events within an event list 3502 as described above, and also
includes a feedback region 3902 for performing an evalua-
tion and providing feedback. As illustrated, the right pane of
the user interface may be used to provide feedback via the
various user interface components 3701-3704, 3800
described above for selecting learning outcomes and evalu-
ation content. For example, in FIG. 39, an instructor may
review a participant’s contributions by selecting a contribu-
tion from the filtered event list 3502 and providing feedback
on that contribution from user interface component 3702
within feedback region 3902. As illustrated in FIG. 40, the
instructor may also review and provide input via an evalu-
ation rubric 3800 which provides a guidelines for evaluating
a contribution (e.g., providing a ranking from 0-4).

Subsequently as illustrated in FIG. 41, the instructor may
provide specific comments to a participant related to an
event via a comment entry window 4100. The evaluation
result may then be further appended with the additional
comments from the instructor. The evaluation result may be
submitted to a classroom grade book and the student may be
immediately notified of the feedback upon logging in to the
virtual conferencing service 100. In various embodiments, in
a period of time specified by an instructor, a summary of a
participant’s contributions may be provided. For example,
data analytics such as the frequency of the participant’s
contributions, evaluations of each of the participant’s con-
tributions, or a comparison of a participant to other partici-
pants in a session may be provided. Feedback may then be
provided based on the participant’s contributions and data
analytics.

FIGS. 42-43 illustrate example user interfaces for a par-
ticipant to review evaluations submitted by an instructor. As
illustrated, a participant may review evaluations and/or
additional comments by selecting a contribution event from
the event list 3502. Evaluations and additional feedback
from an instructor may be displayed to the participant.

Some embodiments of the invention provide peer assess-
ment among web conference participants to facilitate peer
evaluations. The same or similar techniques described
herein may be employed for peer assessment. For example,
peers may be provided with an event list 3502, media player
3501, and feedback region 3902 using the same GUI fea-
tures as described above. Thus, a web conference participant
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may be evaluated by both the web conference leader and
other web conference participants. The goals may also be
defined by both the web conference leader and web confer-
ence participants. A web conference participant’s contribu-
tions may be identified and classified according to an
outcome defined by the web conference leader and the other
web conference participants. A web conference participant’s
contributions may be evaluated according to one or more
evaluation rubrics and the objective. A participant may be
evaluated in every session, in multiple sessions collectively,
or over a period of time.

When no evaluation rubric is defined, contributions or
events that are identified may be provided as appropriate
attachment points to anchor open-ended discussions about
specific contributions. The use cases vary based on permis-
sions and visibility of comments on contributions. For
example, if only a web conference leader can attach com-
ments, only the web conference leader is provided with
appropriate context to make comments. In some cases, both
a web conference leader and web conference participants
can comment and respond, but each web conference par-
ticipant is only permitted to see comments made on his or
her own contributions. A venue for asynchronous private
discussions and free-form formative feedback is thus pro-
vided. In some other cases, both a web conference leader and
web conference participants can comment and respond and
all comments visible to everyone, and a public venue for
continuing discussions after a web conference session ends
is provided. If only web conference participants can com-
ment on any entry but only the individual whose contribu-
tion is being commented on can see the comments, a
structured note-taking space for the participant to annotate
and reflect on the comments is provided. The comments may
be made available for different purposes. For example, web
conference participants and a web conference leader may be
able to mark each comment as public, prof-student only, or
entirely private.

Further learning opportunities are provided in addition to
the goal of providing students with formative feedback on
discussion participation. An event list may be filtered to
include all events or contributions of a student during any
class session in a course, with summary statistics quantify-
ing the student’s participation over the duration of the
course. Summary statistics may include graphs and trend
evaluation scores over time. An event list may be filtered to
include events showing all contributions made by the stu-
dent that are associated with one objective in any course
during a semester, providing the student with a comprehen-
sive view of their engagement with the objective. A student
may review events showing all contributions associated with
a particular learning outcome, made by the student who
received the top score for the learning outcome in that class
session. As such, the student may find examples of outstand-
ing contributions for the particular learning outcome.

The disclosed configuration beneficially includes elimi-
nating or reducing cognitive biases and the amount of
cognitive effort involved in managing and providing feed-
back on web conferences. Various embodiments described
herein may provide a web conference leader with evalua-
tions and recommendations of web conference participants
to facilitate the web conference leader’s decision in engag-
ing web conference participants in a session and providing
feedback. Evaluations and recommendations of web confer-
ence participants may be based on an objective identified by
a web conference leader. A criterion function may be defined
to describe the relationship between the objective and a web
conference instrument (e.g., a question). The criterion func-
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tion includes one or more factors which may be configurable
by the web conference leader. Web conference participants
may be evaluated by using the criterion function and rec-
ommended based on the evaluations. Using the techniques
described herein, a web conference leader may make a web
conference session fairer and more efficient with little cog-
nitive effort and preparation during, before, and after a web
conference session. Web conference participants thereby
may be afforded with equal amount of learning or speaking
opportunities.

System and Method for Discussion Initiation and
Management in a Virtual Conference

Discussion between web conference participants can
facilitate interactions among web conference participants
and be used as a method for teaching or other purposes.
However, during a discussion session, it is difficult to engage
all the web conference participants. For example, partici-
pants who are not active participating (i.e., observers) may
become disengaged and not actively contribute. Further-
more, recording participants’ feedback may be challenging.

Referring now to FIG. 44, it illustrates a flow diagram of
an example process of creating and maintaining a debate in
web conferences. The flow diagram corresponds to func-
tional instructions, e.g., 2924, that may be stored on a
computer readable storage medium, e.g., 2904 and/or 2922,
and executable by a processor, e.g., 2902. A web conference
moderator (e.g., an instructor in a virtual classroom) 4401
and all the participants of the web conference (e.g., debaters
I-N' 4402-4403 and the observers 1-N 4404-4405) are
engaged during the entire discussion period (e.g., logged in
to a virtual conference). For example, the web conference
moderator 4401 may initiate a discussion through their client
and each participant may be engaged in the discussion
through their own client computer system (e.g., 2900).

The web conference moderator 4401 may create a debate
at 4410 by choosing two or more participants of a web
conference to debate each other. In addition, at 4410, the
web conference moderator 4401 may choose a debate topic
and one or more rubrics from a database of stored rubrics
which define a framework according to which a debater can
be evaluated (e.g., defining the basis for evaluation of the
debaters). The debate topic and the rubrics selected by the
moderator 4401 may be made available to the debaters
4402-4403 and/or observers 4404-4405. The observers
4404-4405 (i.e., the participants who are not chosen to be
debaters) may actively evaluate each debate and their evalu-
ations may be made visible in real-time. Further analysis
(e.g., disparity, variability) of the evaluations may be pro-
vided in real-time. In addition, during a discussion session,
the moderator 4401 or any web conference participant may
create a bookmark to mark a point in a debate or other
discussion which may then be revisited by selecting the
bookmark (e.g., via the event list described above).

As the debate is initiated at 4411, the debaters and
observers are provided with the ability to view the debate
topic and related parameters (e.g., the rubric for evaluating
the debate) and, at 4412, the observers may actively score
the debate in accordance with the debate topic and rubric. in
one embodiment, the scores submitted by observers are
collected from the observers in real time and may be
visualized during the debate and/or stored for later analysis.
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FIG. 45 illustrates an example discussion support module
4500 to support discussions in web conferences by gener-
ating a discussion configuration 4512 comprising the data
structures and GUI features required to implement the
discussion in response to a set of discussion parameters 4510
specified by the virtual conferencing moderator (e.g., num-
ber of debaters, rubrics for evaluation, debate topics, etc).
The discussion support module 4500 can be embodied as
program code (or software instructions, e.g., 2924) that can
be read into the memory 2904 and executed by the processor
2902 of the computer system 2900 illustrated in FIG. 29.
The computer system on which the discussion support
module 4500 is implemented may be a server on the virtual
conferencing service 100 or one of more client computer
systems of participants or moderators. In one embodiment,
the discussion support module 4500 comprises program
code reflected in the current state 135, 145, 155, 165
managed on each client 130, 140, 150, 160 using the state
synchronization service 120 discussed above (e.g., which, in
one embodiment, utilizes a publish/subscribe mechanism to
maintain a consistent state on each client). However, the
underlying principles of the invention are not limited to any
particular location or mechanism within the virtual confer-
encing system for implementing the discussion support
module 4500.

The illustrated discussion support module 4500 comprises
a discussion creation module 4502 and a discussion main-
tenance module 4504. The discussion creation module 4502
creates a discussion involving a group of participants in a
web conference session using the specified set of discussion
parameters 4510. The discussion maintenance module 4504
maintains and updates the necessary data structures and GUI
features among all participants including those do not
actively participate in the discussion in a web conference
session. In addition, in one embodiment, the discussion
maintenance module 4504 compiles feedback from the
virtual conferencing participants and/or the moderator dur-
ing and/or after the discussion (e.g., such as voting results on
a debate as described below).

In one embodiment, the discussion creation module 4502
allows a web conference leader to create a discussion in a
web conference session by specifying a set of discussion
parameters 4510. Various different discussion parameters
may be specified by the moderator to create a discussion
including, by way of example, and not limitation, the
discussion topic, the number of participants involved in the
discussion, the discussion participants, the position that each
side of the discussion will take, and evaluation criterion
according to which a discussion participant may be evalu-
ated. A discussion may involve a set of participants against
another set of participants, where a set of participants
comprises one or more participants. The evaluation criteria
may include an evaluation rubric which may be made
available to the discussion participants including the debat-
ers 4402-4403 and the observers 4404-4405. The evaluation
rubric may be determined by the web conference moderator
4401 based on an objective. For example, in the class format
of'a web-meeting, an evaluation rubric may be aligned with
a learning outcome for the class. In a business context, an
evaluation rubric may be aligned to the criteria used to make
a decision (e.g., a weighted decision matrix).
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In one embodiment, the discussion support module 4500
may be used in combination with the timeline GUI and
associated functions 2105 described above to initiate a
debate. For example, a segment in the timeline GUI may
specify when the debate should occur and the various
parameters 4510 to be associated with the debate. in such a
case, the instructor (or other moderator) may initiate the
debate by simply selecting the graphical debate segment
within the timeline 2105. In addition, the decision support
module 3000 described above may be used to identify the set
of debaters 4402-4403 to participate in the debate. For
example, upon initiation of the debate (e.g., from the time-
line or otherwise), the decision support module 3000 may
identify those students who would most benefit from par-
ticipation in the debate based on the criteria and student data
3110 as described above (e.g., such as how recently each
student has contributed to the topic or in a prior debate), and
provide the list of students as parameters 4510 to the
discussion support module 4500. Using these techniques,
the moderator may initiate the debate fairly and efficiently
with little cognitive effort.

FIG. 46 illustrates an example user interface which may
be utilized by an instructor or other moderator to initiate a
debate. The illustrated user interface includes a pop-up menu
4600 allowing the instructor to select from among a set of
saved debates or to initiate a new debate. The user interface
presents, in this example view, all the web conference
participants as thumbnail images 4601 across a top of the
user interface. A web conference leader may select two or
more participants to participate in the debate by selecting the
thumbnail images 4601 corresponding to the participants.
The example user interface also illustrates in this view a
page 4602 from a book that may form the topic that the
selected participants will discuss, for example, in the form of
a debate. The pop-up menu 3800 on the right in the example
view controls the parameters of the debate and allows for the
capture of data from the debate that corresponds to a rubric
to be used.

FIG. 47 illustrates additional features of the example user
interface for creating a discussion. In one embodiment, the
new pop-up window 4700 may be automatically generated
in response to the instructor or other moderator selecting a
new debate from pop-up window 4600. In particular, the
illustrated pop-up window 4700 includes data fields in
which the instructor or other moderator may enter a new
debate topic and a set of debate arguments (e.g., one or more
positions that a discussion participant may take). The dis-
cussion topic and the discussion position may be related to
an objective specified by the web conference leader.

FIG. 48 illustrates a new pop-up window 4800 which may
be generated in response to the instructor entering data and
selecting the “Next” button from the pop-up window 4700
in FIG. 47. A web conference leader may specify criteria for
evaluating a discussion participant which is defined accord-
ing to the web conference leader’s objective. As such,
evaluation of discussion participants is fair and uniform. In
the example shown in FIG. 48, the selection options include
(D) thinking critically, (II) thinking creatively, and (III)
communicating effectively. An evaluation criterion may
include an evaluation rubric. An example evaluation rubric
is illustrated in Table 1 below.



US 11,217,109 B2

44

TABLE 1
2 - Barely
Adequate: 4 - Good:
1- Student’s work Student’s
Unsatisfactory: shows limited 3 - Adequate: work shows 5 - Excellent:

Student’s work comprehension Student’s work consistent use

Student’s work

shows no of the H or C.  shows basic of the Hor C  shows
comprehension Given the comprehension and ability to  comprehension
of the Habits  opportunity, of the H or C apply it to of the H or C and
of Mind and sometimes and, given the some, but not  ability to apply it
0 - Foundational  uses the H or  opportunity, can  many, to numerous
No Concepts C, but not use it new/diverse new/diverse
Data (“HC”) consistently consistently contexts contexts
Unable to Identifies the  Can identify the  Can identify Can identify the
identify the key elements of key elements of  the key key elements of
key elements  an argument,  an argument, elements of an an argument
of an but does not and can critique  argument, and  and effectively
argument. critique them.  them with some  can critique critique them in
effectiveness, them with both, familiar
but ONLY in some and novel
examples effectiveness,  contexts
provided in in both *OR* only novel
class. examples contexts.
provided in
class and in
similar
examples
*OR* only
similar
examples.

FIG. 49 illustrates an new pop-up window 4900 generated
in response to selection of an option from the pop-up
window 4800 (“(I) Thinking Critically” in the example) and
selecting the “Next” button. In the illustrated pop-up win-
dow, additional sub-options associated with the initial selec-
tion are illustrated including “(IA) Evaluating Claims,”
“(IB) Analyzing and Organizing,” and “(IC) Making Deci-
sions.” Thus, each selection within a sequence of pop-up
menus may generate a new set of options, until the bottom
of the selection hierarchy has been reached. In this manner,
various evaluation criteria may be specified for the debate by
the instructor or other moderator. Responses may then be
submitted with respect to the evaluation criteria during or
after the debate, using an evaluation rubric such as shown in
Table 1 for each evaluation criteria.

FIG. 50 illustrates an example user interface for a debate.
In this illustrated example, the instructor has chosen to select
two participants to debate a topic and a first region 5000 is
reserved for the video image of the first debater and a second
region 5001 is reserved for the video image of the second
debater. In one embodiment, the instructor may manually
select the participants by clicking and dragging the thumb-
nail video images 4601 corresponding to the participants
into a corresponding one of the two regions 5000-5001. As
indicated by the arrows, a first video thumbnail of a first
participant is clicked and dragged into region 5000 and a
second video thumbnail of a second participant is clicked
and dragged into region 5001. In one embodiment, upon
selecting the two participants from the instructor’s client, the
state synchronization service 120 implements its publish/
subscribe mechanism (described in detail above) to ensure
that all clients are configured in a consistent manner (e.g.,
with video of the two debaters positioned in the central
speaker regions 5000-5001 of the display).

Returning to FIG. 45, in one embodiment, the discussion
maintenance module 4504 maintains a discussion by engag-
ing all web conference participants. Debaters actively par-
ticipate in the discussion by presenting input (e.g., verbal

arguments) consistent with the position that they have been
asked to take. All web conference participants stay actively
engaged in the debate by providing an evaluation of each
debater. The discussion maintenance module 4504 may
actively request feedback from each participant as the debate
progresses over time. It may request evaluations, for
example, using the rubric in Table 1 to vote on each
participant during and/or after the debate. A web conference
leader may specify a time period in which an evaluation is
required. For example, the evaluation may be limited to
certain specific time windows (e.g., once every five minutes,
once in the first 5 minutes and again at the last 5 minutes,
etc). In one embodiment, the discussion maintenance mod-
ule 4504 aggregates the evaluation data provided by each of
the participants, combines the data (e.g., taking an average)
and generates an evaluation in real-time. The evaluation may
then be provided to the discussion participants (the debaters
and/or observers) in real-time.

FIG. 50 illustrates an example user interface for evaluat-
ing a discussion participant. In the illustrated example, an
observer may evaluate a discussion participant by using a
menu with a button system displayed on their user interface.
The options of the buttons within the menu correspond on
evaluation criteria (e.g., an evaluation rubric). A discussion
participant may be evaluated by using other systems. For
example, evaluations may be provided by voting on a
secondary device or with keyboard shortcuts or with hand
gestures (e.g., using LEAP Motion controller). Also noted in
the user interface is information displayed along a bottom
edge corresponding to the debate topic.

FIG. 51 illustrates an exemplary graphical user interface
in which the two debaters have been selected, thereby
causing video images of the two debaters to be displayed
within regions 5000-5001. A first voting button 5100 is
displayed under the first region 5000 to allow participants to
vote for the first debater and a second voting button 5101 is
provided beneath the second region to allow participants to
vote for the second debater.
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As illustrated in FIG. 52, in one embodiment, when a
participant selects a voting button 5100, a set of selectable
evaluation options is generated within a pop-up menu 5200.
In the illustrated example, the user’s performance may be
rated from O (unsatisfactory) to 4 (excellent). However,
various other review criteria may be provided. As each user
selects an option from the menu, scores are compiled for
each user. As mentioned, the votes can be presented to the
participants in real-time or can be concealed from the
participants (e.g., until the debate is over). The votes may be
further presented to observers and the web conference
leader. The web conference leader may specity the visibility
of an evaluation while preventing viewing by others. In the
example user interface shown in FIG. 53, the score 5300-
5301 for each debater is visually display along with graphs
5310-5311 showing the variability of the scores over time
(i.e., as the debate progresses). In one embodiment, the
scores 5300-5301 comprise an average value of all votes
submitted for each debater.

A web conference leader/moderator may control the start-
ing and the ending time of a discussion as well as enable or
disable evaluations within designated time periods. Addi-
tionally, each debater may be given a predetermined amount
of time to make statements in different segments. For
example, 5 minutes may be given for an opening statement,
10 minutes for analysis and 5 minutes for a conclusion. As
illustrated in FIG. 54, the time period and/or a timer 5400-
5401 may be made visible to the web conference partici-
pants to indicate how much time is available for the current
segment.

FIG. 55 illustrates an example user interface with a
termination button 5500 for terminating a discussion. In one
embodiment, the termination button 5500 is only made
available to the leader/moderator. In one embodiment, dur-
ing the course of the debate, the moderator may generate
flags or bookmarks at certain points in time using user
interface controls so that the flagged or bookmarked portion
of the debate can be reviewed at a later time (e.g., using the
event filtering techniques described above, where the
instructor can filter using bookmarks). In addition to book-
marking, one embodiment of the invention provides the
instructor the ability to provide comments at different stages
of the debate, which can later be reviewed by the debaters,
the instructor, and/or other participants. Of course, the
instructor or other web conference leader may choose the
participants (debaters and/or observers) to be provided with
access to bookmarks and/or comments. In one embodiment,
the portions of a discussion with the greatest and least
variability (i.e., agreement in votes) or disparity of votes
(i.e., differences in ratings for the debaters) may be high-
lighted and subsequently reviewed. This disparity can be
either among the evaluations of a single debater or between
the overall evaluation of each debater, indicating junctures
where one is clearly outperforming the other. A participant
may be required to evaluate regularly during a discussion
such as once every predetermined time interval (e.g., every
5 minutes) or at the end of each segment (e.g., following
each of the opening statement, analysis, and conclusion). As
such, variability or disparity can be computed both within
each participant and across participants.

As described above, virtual conference sessions may be
recorded. If the virtual conference includes a debate, the
discussion may be organized according to each discussion
participant’s performance and evaluation. For example,
clips of a specific duration (e.g., 10 seconds) with one or
more evaluation characteristics may be identified and
ordered by the evaluation characteristics. A sequence of
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more-to-less highly variable evaluations or of greatest-to-
least disparity in overall votes (i.e., a winner most clearly
indicated to least clearly indicated) may be displayed.

A web conference leader may also set up a discussion
before or during the class or web conference. Discussion
participants may be selected by the web conference leader or
by the system. The system may select discussion participants
randomly or based on answers to a previous poll or clicker-
style question, the split between performances of members
of breakout, groups, or other information (e.g., nationality)
related to the participants. As mentioned, in one embodi-
ment, the techniques described above with respect to the
decision support module 3000 may be used to select the
debaters (e.g., selecting debaters who would most benefit
from the debate). Given a structured rubric and an archive of
recorded discussion and the associated evaluation, partici-
pants can search for and review discussion participants who
demonstrated good or bad skills defined in the evaluation
rubric to serve as examples. This is done, in one embodi-
ment, by generating a filtered event list 3502 by selecting
certain participants and event types as described above.

System and Method for Improving Scalability of
Online Meetings

One embodiment of the invention includes techniques for
providing scalability to the various system components
described above. This embodiment, for example, may be
used to implement a dynamic, interactive environment for
groups of hundreds or even thousands of online participants.
As described below, scalability may be achieved using a
hierarchical arrangement in which users are grouped into
“spokes” off of a central “hub.”

In one particular embodiment, the central hub is config-
ured to include a specified number of participants (e.g., 20,
30, etc) and a specified number of spoke groups each
including a specified number of participants (e.g., 20, 30,
etc) with a representative of each spoke group being
included in the hub. For example, in a seminar implemen-
tation, the hub seminar comprises the professor and a
representative from each spoke seminar. The professor can
broadcast to all spoke seminars, monitor them, and visit
individual spoke seminars. The professor can also swap
members of each spoke, bringing them into the hub seminar.

FIG. 56 illustrates one embodiment of this hub-and-spoke
arrangement which includes a single hub 5600 and a plu-
rality of spokes 5610, 5620, 5630. The illustrated hub 5600
includes a hub leader (HL) 5601 and a plurality of spoke
representatives 5602-5609. Each of the spokes 5610, 5620,
and 5630 include a spoke leader (SL) 5607, 5609, and 5604,
and a plurality of spoke participants 5611-5616, 5621-5623,
respectively. In one embodiment, the designated spoke lead-
ers 5604, 5607, and 5609, perform leadership/management
functions with respect to their respective spokes 5630, 5610,
and 5620, respectively. For example, in one embodiment,
each spoke leader 5604, 5607, and 5609 designates the
spoke representatives 5602-5609 for their spoke. Once des-
ignated, each spoke representative 5602-5609 is a member
of the hub 5600 in addition to their respective spoke. In
addition, in one embodiment, the spoke leaders 5604, 5607,
and 5609 act as spoke representatives within the hub 5600.

The current spoke representatives for each spoke may be
selected manually (e.g., by the spoke leader as described
above) or automatically based on a heuristic. For example,
the same types of variables used to choose the participant in
the current speaker position 206 or to allocate breakout
groups may be used such as past participation statistics
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associated with the users (e.g., how actively each student
contributes during class time), grades (e.g., a cumulative
grade point average or a grade on a specific task), or
performance on in-class assignments, to name a few.

It should be noted that the interconnections in FIG. 56 do
not necessarily reflect the physical connections between
system components. Rather, the hierarchical hub/spoke
architecture is used to regulate the flow of information and
communication among participants, spoke leaders, and the
hub leader. For example, in a classroom or seminar, the hub
leader 5601 may be a professor and the current audio/video
of the professor speaking and associated materials may be
multicast to each of the individual participants 5601-5609,
5621-5626, 5611-5616, 5631-5635, regardless of whether
the participants are in the hub 5600 or a spoke 5610, 5620,
5630. However, messages and other data generated by hub
participants may be distributed to other hub participants but
not to spoke participants. Similarly, information generated
by participants in a spoke may only be distributed to other
spoke participants, unless the spoke leader authorizes that
information to be propagated to the hub. In this manner, the
spoke leader 5604 acts as a gatekeeper for the hub 5600,
choosing which information to pass through. By way of
example, the spoke leader 5604 may be a teacher’s assistant
and may select only the most pertinent information to be
through to the hub leader 5601 (e.g., comments/text mes-
sages related to the presentation, etc).

In one embodiment, various GUI features such as partici-
pant thumbnails displayed within the GUI (see, e.g., 701 in
FIGS. 7-8) may vary depending on whether the user is a
participant in the hub, a participant in the spoke, or a spoke
leader. FIG. 57 illustrates an exemplary graphical user
interface of a spoke participant. A specified region of the
graphical user interface displays the hub video stream 5705
which includes the hub participant thumbnails 5701. A
materials region 5710 displays materials being viewed either
within the hub or locally within the spoke. The remaining
area of the user interface displays data and video streams
from the spoke including the spoke participant video 5708
and spoke participant thumbnails 5702. The video stream of
only the hub leader or spoke leader may also be displayed
within the hub video stream region 5705.

As illustrated in FIG. 57, the participant thumbnails 5701
displayed for members of the hub includes images of those
other participants in the hub. For example, spoke leader
5602 in hub 5600 will see other spoke leaders 5603-5609 in
thumbnails 5701. An audio/video stream of the hub leader
may be broadcast to all hub and spoke participants as well
as materials 5710 being presented by the hub leader or by
other participants.

FIGS. 58A-E illustrate one embodiment of a GUI allow-
ing a spoke leader to submit materials from the spoke to the
hub. FIG. 58A illustrates a GUI which includes a pane for
materials 5810 submitted by spoke participants 5808. FI1G.
58B illustrates a window generated when the spoke leader
selects a “submit to hub” option from the menu. As illus-
trated, the window includes a representation of the materials
to be submitted and a comment field 5808 in which the
spoke leader may submit a comment related to the submitted
material. As illustrated in FIG. 58C, an graphical indication
5820 notifies the spoke leader that the content has been
submitted to the hub leader.

FIG. 58D illustrates a user interface in which the hub
leader can review the submitted materials 5810 from within
a chat window, potentially containing chat messages from
each of the spokes. In one embodiment, the hub leader may
select and drag the submitted materials to a region of the
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GUI to share it with other members in the hub and/or other
spokes. FIG. 58E illustrates the submitted materials 5810
displayed within a region of the GUIL

FIG. 59 illustrates an exemplary arrangement (some
aspects of which have been described above) in which the
stream forwarding module 1920 forwards the audio/video
streams to each of the clients 140, 150 of participants in the
hub 5600. In one embodiment, a streaming agent 5900 may
be configured on a client or server participating in the hub.
The streaming agent 5900 includes compression and stream-
ing logic for compressing and streaming the relevant por-
tions of the hub participants’ GUI to the participants in the
spokes 5610, 5620, 5630. The client of each spoke partici-
pant may then combine the hub video stream 5705 with
local/spoke GUI components (e.g., local thumbnails), to
render the final spoke participant GUI as illustrated in FIG.
57. The streaming agent 5900 shown in FIG. 59 may be
implemented on a client of another participant, a dedicated
streaming client, or on a server (e.g., within the multimedia
stream distribution service 125).

In one embodiment, each spoke 5610, 5620, 5630 inde-
pendently supports most or all of the features described
above, such as breakout groups. For example, the partici-
pants of each spoke may be separated out into breakout
groups by the spoke leaders and/or the hub leader (or
automatically based on specified variables, as discussed
above). The spokes 5610, 5620, 5630 may always have the
same group of participants, but different participants may be
swapped into the hub 5600 as the spoke representative. In
one embodiment, the participants of each spoke 5610, 5620,
5630 have a direct chat link to the spoke representative
and/or leader in the hub. Thus, for example, each participant
may pose questions via chat/instant message to the spoke
representative/leader who can either answer the questions
directly or forward the questions to the hub leader 5601.

In one specific implementation, the scalable hub/spoke
architecture is an active learning forum (ALF) that allows
for large web conferences of up to 400 or more participants.
As mentioned, the full video of the hub session 5600 is
continually broadcast to the spokes 5610, 5620, 5630. How-
ever, at different points, the spokes 5610, 5620, 5630 can
disconnect from the hub 5600 and function as an indepen-
dent ALF within their spoke (e.g., form breakout groups,
etc.).

In one embodiment, the hub 5600 includes up to 20 other
participants and, within the hub, all current ALF features
described above are available such as breakout groups, chat,
timeline, etc. The hub 5600 is broadcast to the spokes 5610,
5620, 5630 and the spokes can upload information (e.g.,
text, graphics, videos) to the hub 5600, subject to authori-
zation by the spoke leaders 5604, 5607, 5609.

Participants in the spokes 5610, 5620, 5630 can be
promoted to the hub 5600 in a variety of ways. In one
embodiment, both the hub leader 5601 and the spoke leaders
5604, 5607, 5609 have the capability to promote other
participants into the hub. In one embodiment, the promoted
participant will enter a queue if there are more than 20
participants (or some other maximum number of partici-
pants). As participants are dismissed from the hub 5600 the
queue is drained, freeing up space, and the participant
becomes active in the hub 5600.

If a hub leader 5601 or spoke leader 5604, 5607, 5609
promotes someone from a spoke, the current representative
from that spoke in the hub is immediately replaced by the
new hub leader, thereby maintaining the requirement (of one
embodiment) that only one participant from each spoke is
present in the hub. Similarly, the spoke may collectively vote
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and promote one participant to the hub. In one embodiment,
representatives may be randomly selected or swapped from
each spoke 5610, 5620, 5630. Spoke leaders/representatives
may also be placed into the hub 5600 based on the work
product being shown. For example, if a breakout group from
spoke 5620 is being highlighted, the participants from that
breakout group may be automatically added to the hub.
When this happens, some of the representatives in the hub
will be removed (randomly or according to a principle) to
maintain the total at 20 (or some other maximum number) in
the hub.

FIG. 60 illustrates one embodiment of an architecture for
managing participants within the hub and spokes. Partici-
pant management logic 6010 determines which participants
are included in the hub and each of the spokes based on
manual input 6005 (e.g., via the spoke/hub leaders) and/or
an implemented policy 6006. The participant management
logic 6010 maintains participant data 6000 which includes
the identity of all of the participants and an association
between the participants and a particular spoke or the hub.
As mentioned, spoke participants may be added to a wait
queue 6020 prior to entering the hub and may be added to
the wait queue via the manual input 6005 and/or the speci-
fied policy 6006. For example, the policy 6006 may specify
a random selection process or may select participants based
on other criteria (e.g., grades, participation statistics, knowl-
edge of a particular subject, etc). Once users have been
grouped into the hub and spokes, data flow management
logic 6015 specifies how information is propagated within
and between the hub and spokes. For example, messages/
content sent within a spoke may be forwarded to the spoke
participants including the spoke leader who may choose
whether to propagate the messages into the hub and/or to
other spokes. In the reverse direction, all audio/video con-
tent of the hub leader may be multicast out to the clients of
each of the hubs as previously described.

Although not illustrated in FIG. 60, the participant man-
agement logic 6010 may also specify and manage partici-
pants for all of the spokes based on various criteria (e.g.,
geographical location, skill level, etc). Thus, the participant
data 6000 may also include data identifying membership in
each of the spokes as well as the hub.

In one embodiment, the hub leader 5601 and potentially
the spoke leaders are provided with a spoke control room
which operates in the same (or similar) manner to the
breakout control functionality described above. In addition,
the hub leader 5601 is provided the ability to select and
“visit” each of the spokes individually. For example, he/she
may assign a task to all of the participants in the system and
visit each spoke to check on progress. When “visiting” a
spoke, the hub leader is provided with all of the interactive
communication techniques available to the other members
of the spoke (e.g., group chats, audio/video streaming, etc).

In one embodiment, every participant is associated with at
least one spoke which (as mentioned) comprises a fully
functioning version of the interactive classroom/conferenc-
ing systems described above. In one embodiment, the video
from the hub may be displayed on clients of spoke partici-
pants as elements within the spoke GUI (e.g., as when
playing a video from a video streaming service).

One example of this was described above with respect to
FIG. 58 which shows the video from the hub—i.e., the hub
leader 5703, materials 5702, and participant thumbnails
5701 displayed within the GUI of spoke participants. In
other embodiments, these portions of the hub may be
segregated into smaller/other regions of the display to make
room for spoke-specific content.
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There are various methods in which participants from the
spokes can be promoted to the hub. The spoke leader can
push a set of work products (e.g., poll responses, breakout
notes, etc.) to the hub leader to review and potentially
feature in the hub. As examples, these could be chosen
because they are highlights, representative samples, tails, or
examples of certain categories of responses (e.g. common
confusions)

In one embodiment, given the larger number of partici-
pants, the poll and voting functionality of the online con-
ference/classroom is enhanced to accommodate and take
advantage of the larger numbers. For example, responses to
polls may be pulled into the hub individually or in aggregate.
This can be done by the hub leader or suggested by a spoke
leader. The hub leader may have the ability to turn a single
work product (e.g., a drawing or document) into a prompt
that participants in spokes can respond to. In one such case
there is a new poll type, where the question is the leader-
selected work product and the answer choices are pre-
specified, such as agree/disagree or an emoticon response.
The hub leader may also select a set of work products (e.g.,
a drawing, document, etc) that can be voted on by partici-
pants in spokes. In one such case there is a new poll type
with answer choices that correspond to a set of leader-
selected work products.

One embodiment includes a new poll type that allows
students to vote on panes, whether they be work products per
above or student video feeds. When doing free-response
polls, the hub leader and spoke leaders may see and have the
ability to display an automated analysis of responses that
identify common themes. This can be of the form of a word
cloud, common topics, etc. After multiple choice poll ques-
tions, the hub leader can display histograms across all results
from all the spokes in the hub. The hub leader can also then
easily flag the spokes that differ the most from median or
mean response and establish a discourse with those spokes.

In one embodiment, chat messages are made visible to all
participants within a spoke. An upvoting mechanism may be
used to allow important issues to surface. The spoke leaders
can then filter to just the most upvoted comments within the
spoke to be passed to the hub. The spoke leaders may be
provided with a private back channel chat with the hub
leader.

In one embodiment, a video assessment tool allows spoke
leaders to perform assessments and allows participants to
offer formative feedback to other participants, using a
double-blind procedure (where participants don’t know who
is evaluating their work and vice versa).

Additional graphical user interface features for the hub-
spoke architectures described herein are illustrated in FIGS.
61-62. FIG. 61 illustrates an exemplary “spoke control
room” GUI which displays materials 6310 from each of the
spokes in a grid view. Using this GUI, the spoke leader may
select the spoke graphic for each of the spokes, causing the
spoke materials 6410 to be displayed as shown in FIG. 62.
In one embodiment, the hub leader may share the selected
materials with other members of the hub and/or spokes by
selecting and dragging the content, choosing a designated
button from the toolbar, and using various other GUI fea-
tures.

Additional Embodiments for Implementing a
Hub-Spoke Architecture

The following terminology will be used to be consistent
with the remainder of the present application which
describes a specific implementation for an interactive online
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classroom, seminar, or similar type of meeting. A class
session or other video conference meeting is made up of one
or more “Activities.” Each Activity is comprised of an
ordered set of “Steps” and each Step modifies the visual state
of the room to display a certain arrangement of “Elements.”
Each Element contains one type of content.

As discussed above, in one embodiment, a spoke class-
room has 1 spoke leader and a group of spoke participants
(e.g. 20). At any given point in time, some number (gener-
ally 0 or 1) of these participants are designated as acting as
spoke representatives, and are temporarily reassigned to the
hub classroom. The hub is comprised of a hub leader and
some number (e.g., 20) of hub participants, each of which
are temporarily serving as representatives for their respec-
tive spokes.

There are multiple approaches to displaying the hub
classroom to participants in the spoke classrooms. For
example, in one embodiment, the hub is broadcast into the
spokes using a new “Hub Classroom” Element type that
comprises a URL which displays a live-streaming video feed
of a Hub participant’s view of the Hub room. Referring
again to FIG. 58, for example, the live-streaming video feed
may include the hub participant thumbnails 5701, the hub
leader thumbnail 5703 and materials 5702. As described
above, FIG. 59 illustrates one implementation in which a
streaming agent 5900 compresses/streams the live-stream-
ing video feed to the spokes.

The Hub Element, like other elements, can be placed in
any Step of a class session timeline. This may be a single-
element Step (in which case it comprises the entire visible
view on Spoke participants displays), or it may be one of a
multi-element step (e.g. in a four-element Step, comprised of
the Hub, a shared document for note-taking among Spoke
participants, a slide displaying the activity instructions, and
the spoke leader’s video feed.

In one embodiment, the Hub and each Spoke are each a
separate classroom, operating independently of one another
other. All Spokes make use of copies of the same timeline,
although they are operated and advanced independently. The
standard network connections and architectural components
described, for example, with respect to FIGS. 17-20, are all
still utilized. For example, an application server may load
and render the initial room data and view from the server, the
dynamic state synchronization service 120 may implement a
publish/subscribe mechanism for sending and receiving
updates among web clients, and participant video streams
may be sent and received through a centralized multimedia
stream distribution service 125.

The same implementation described above with respect to
FIGS. 17-20 (with an emphasis on FIG. 20) may be used to
record a video of the classroom. This includes, for example,
scheduling of recordings, spinning up new instances, con-
necting to a room in read-only invisible observer mode,
performing health check and error recovery, writing the
stream to disk, transcode for 10x reduction in file size,
uploading and archiving, and linking. For the purpose of
streaming, the stream may be split when writing the stream
to disk. In addition to writing to disk, a Real-Time Messag-
ing Protocol stream may publish to a server that can make
the content available to web clients including commercial
service such as YouTube Live that receives RTMP streams
and converts them to a viewable video in an i-frame-
embeddable HTML page. In addition, technology building
blocks such as Amazon Web Services CloudFront streaming
may be used to build application-specific or user-specific
functionality.
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In an alternate embodiment, rather than building each
spoke and hub as separate meeting rooms, a single room can
be used. In this approach, application logic running on the
individual clients determines who/what each participant
sees. For example, referring to FIG. 17, this data may be
reflected in the local state 135, 145, 155 managed by the
state management logic 1701-1703 on each client 130, 140,
150.

The application logic may dictate frequent changes in this
embodiment. For example, every time a breakout group
starts or ends, every time a spoke participant moves to or
from the hub, and each time the classroom activity shifts
focus from the spoke to the hub or vice versa, the state
management logic 1701-1703 of classroom participants
(which, as mentioned may be web-based program code) may
show or hide some subset of the available participant video
feeds.

As discussed above, different events may trigger partici-
pant relocation from the spoke and hub. The following
examples are provided for purposes of illustration, but the
underlying principles of the invention are not limited to any
particular event triggers:

The spoke leader pushes (selects) a participant in the
spoke and sends them to the hub. The spoke leader
recalls this use from the hub to the spoke.

The participant can be pushed “manually”, e.g., by click-
ing on a button or contextual menu item associated with
a participant’s video feed.

The participant may be pushed based on a voting scheme.
Given a certain set of spoke participants as candidates
for pushing, all participants vote on one (or more). The
candidate with the most votes is then pushed to the hub.

The participant may be pushed algorithmically based on
computable selectors (e.g. select and push the partici-
pant who has spoken the least or the most).

Participants may be moved randomly between the hub
and a spoke.

Participants may be pushed based on association with a
given artifact (e.g. push the participant(s) who authored
a specified document, chat message, whiteboard draw-
ing, etc).

The hub leader may pull a representative from a given
spoke (or one from each Spoke). The hub leader may
subsequently return representatives to their Spokes.

In addition to these mechanisms, several additional com-
munications venues may be implemented which span each
spoke and it’s hub:

A shared channel allowing for text-based chat between all
members of a spoke classroom and their representatives
in the hub.

A private channel allowing for text-based chat between
one member of a spoke classroom and one of their
representatives in the hub.

A shared channel allowing for text-based chat between all
Spoke Leaders and the Hub Leader.

A private channel may be used, allowing for text-based
chat between one spoke leader and the hub leader.

In addition to text being sent across these chat channels,
participants can include a reference to an element (i.e.
shared text document, poll result summary, individual user’s
video), which the recipient is able to preview, and ultimately
drag-and-drop into a new element in the recipient’s class-
room.
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Text messages sent by spoke leaders or the hub leader can
specify an upcoming Activity or Step with which the Ele-
ment should be associated. By way of example, and not
limitation:

At time t1, the Spoke Leader asks Spoke participants to

each draw a graph in response to some data.

At time t2, the participants share their graphs with the
Spoke Leader.

At time 13, the Spoke Leader picks the best graph from
their Spoke.

At time t4, the Spoke Leader sends this graph to the Hub
Leader, over a leader-leader channel, indicating it is
fore the upcoming graph highlighting Activity taking
place in the Hub.

At time t5, The Hub Leader opens the leader-leader
channel, and filters it to the upcoming graph highlight-
ing Activity. Only the graphs submitted by Spoke
Leaders for that particular activity appear.

As discussed above, polls may be uniquely conducted
within the hub-spoke architecture. In one embodiment, when
presenting a multiple-choice poll question, the available
answer choices may—rather than being predetermined
pieces of text or media—instead be a set of student-pro-
duced artifacts that were submitted to the hub leader via the
spoke leaders. In this case, students in all Spokes may view
and respond to a question in which the available responses
are work products created by spoke participants in various
spokes.

Similarly, multiple choice prompts (as opposed to answer
choices) could also be populated based on a work product/
artifact selected by the hub leader, based on work nominated
and submitted by spoke leaders. In this case, the available
answer choices would likely be pre-specified choices.

Apparatus, User Interface, and Method for
Authoring and Managing Lesson Plans and Course
Design for Virtual Conference Learning
Environments

One embodiment of a graphical design application was
described above with respect to FIGS. 25A-C which show a
class timeline region 2501 comprising a series of entries into
which different graphical objects may be moved by the
lesson designer to construct each section and segment. In
this embodiment, the graphical objects represent different
activities to occur during a particular class. Additional
features of a course building and curriculum planning
graphical user interface are illustrated in FIGS. 63-65.

FIG. 63 illustrates a graphical “dashboard” which pro-
vides a high level overview of the state of development for
all lesson plans, assignments, and syllabi for each course in
which the viewer (e.g., a professor) has a design role. Data
is shown for several courses. A course syllabus header 6304
is listed towards the top of the column and the titles of each
of the lesson plans 6304 and each of the assignments are
illustrated sequentially in the planned order in which they
will be implemented. The lesson plans for each course
include a number indicating one or more lesson plans for a
particular class. For example, for Week 1 of NS152, there
are two lesson plans: 1.1 (Analyzing matter and molecules)
and 1.2 (Describing and detecting light). In one embodi-
ment, the professor (or other curriculum designer) may
select the syllabus header 6304 or any one of the lesson plan
titles 6305 to make modifications (e.g., with a lesson plan
authoring tool such as described below with respect to FIG.
64). In one embodiment, various icons (e.g., 6306) and
colors next to the titles may be used to indicate the presence
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of unresolved reviewer comments, recorded feedback from
instructors after teaching a lesson plan, and the current state
of development for each component of the course.

In one embodiment, a left-hand sidebar 6300 includes
tools for filtering and querying across all courses in the
system. A first set of selectable elements 6301 allows the
user to filter based on the college and a second set of
selectable elements 6302 allows the user to filter based on
individual course types. In the particular example shown in
FIG. 63, the user has selected “all colleges™ and “all course
types.” respectively. In response, relevant courses meeting
the filtering criteria are displayed in a column format as
described above. An item filter search field 6303 is provided
to allow the user to filter the display to a subset of courses,
lesson plans, and assignments based on keywords and a set
of selectable options 6308 are provided to filter based on
item state (i.e., indicating whether the class schedule is
“published,” “in progress,” or “not started”).

As mentioned, FIG. 64 illustrates an exemplary lesson
plan authoring tool comprising a three-column interface
with a library of activity and step templates 6401 in the left
pane 6400, an autogenerated outline including basic class
information 6402 and lesson steps 6403 in the middle, and
a detailed lesson plan editor 6405 on the right. In one
embodiment, the editor 6405 provides a graphical indication
of where an activity or step can be inserted through the
drag-and-drop function from the library 6401 in the left pane
6400.

As previously described, each class session is made up of
one or more “Activities,” each Activity is comprised of an
ordered set of “Steps,” and each Step modifies the visual
state of the room to display a certain arrangement of
“Elements” visible in the classroom GUI.

The user may choose different activities, steps, elements,
or resources by selecting and dragging from the templates
6401 into a corresponding region of the editor 6405. While
a listing of activities 6401 is shown in FIG. 64, the user may
switch the lower portion of the left pane to displaying a
listing of steps, elements, and/or resources (e.g., documents,
videos) by selecting the corresponding heading at the top of
the left pane 6400.

In addition, the user may manually edit the activities/steps
directly in the editor 6405 (e.g., changing the order of a
discussion or breakout period, changing the content of a
poll, etc). In the particular example shown in FIG. 64, the
end of one activity is visible at top, and the beginning of a
second activity is visible below this. The upper activity
includes a region into which an Element can be drag-and-
dropped from the left column 6400, and a region into which
a Step can ben drag-and-dropped from the left column 6400.
Since the lesson plan is comprised of an ordered sequence of
Activities of arbitrary length, and each Activity is comprised
of'an ordered sequence of Steps of arbitrary length, many of
these drop targets are included. Specifically, an Activity drop
target similar to target 6408 is visible after each existing
Activity, and a Step drop target similar to target 6407 is
visible after each existing Step. The user may drag-and-drop
any item from the Activity template library 6401 into any of
the Activity drop targets, and may drag-and-drop any item
from the Step template library (revealed by clicking “Steps”
button in 6400) into any of the Step drop targets in the lesson
plan. The lower activity 6410 displays an interface for
specifying information that should be visible to the instruc-
tor, including activity learning goals and notes to the faculty.
At right, there is a circular button 6411 indicating that a
comment has been attached by one of the course developers
to that portion of the lesson plan. After editing, the user may
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view “unpublished” changes that exist in the authoring
environment but not yet in the video conferencing system
used for hosting classes. This set of changes is identified by
generating a machine-readable representation of the lesson
plan 2103, assignment, or syllabus, and identifying the
complete set of differences between this representation and
that of the most recently published version of the lesson
plan. This set of differences can be displayed visually, using
colors to visually highlight additions and deletions made
since that most recent publication. After reviewing this
visual display of differences, the user may then publish these
changes (e.g., by selecting a “publish” button/graphic). The
course builder tool may then generate and store the machine-
readable representation of the lesson plan 2103 as described
above with respect to FIG. 26. In addition, the timeline
generation logic 2104 may generate the graphical timeline
2105 for the class to be displayed within the conferencing
GUI of class participants.

FIG. 65 illustrates an exemplary course syllabus author-
ing tool which provides an interface for authoring, discuss-
ing, and publishing changes to a course. In the center column
6502 is the primary syllabus content, much of which appears
in the student-facing output which may be generated in a
standard file format such as a PDF. In this embodiment, the
left hand pane/sidebar 6501 displays an outline of the
current syllabus content, including a course description,
learning outcomes, prerequisites for the course and course
topics. The top portion of the righthand sidebar 6503 dis-
plays a tally of total cost for course resources relative to a
pre-specified target budget (in the example, the total budget
amount of $50 is available). The bottom portion of the
righthand sidebar 6503 displays the number of times that
each learning outcome appears in assignments (left) and in
class sessions (right) of this course. These are examples of
lightweight decision support tools that can inform the course
developers decisions in limiting the costs of resources for
students or easily seeing which learning objectives have or
have not been addressed so far.

FIG. 66 illustrates an exemplary architecture on which
embodiments of the invention may be implemented includ-
ing a course builder database 6600 which includes published
step templates 6621, published activity templates 6622,
published courses 6623, published GUI elements 6624 (used
to construct the virtual classroom GUI) and various forms of
unpublished materials 6625. In one embodiment, the course
builder tool 6630 is executed as a server-side application the
GUI 6631 displayed within a client’s browser. Alternatively,
the course builder tool 6630 may be executed as a client-side
application, with certain application components executed
on the client and other components executed on the server.
The underlying principles of the invention are not limited to
any particular scheme for running the course builder tool
6630.

The GUI 6631 of the course builder tool 6630 may
include the various features described above with respect to
FIGS. 63-65, including a region in which to select from
various different published activity templates and step tem-
plates 6401, as shown in the left pane 6400 in FIG. 64. In
one embodiment, when the user makes changes and chooses
to publish a new course 6623, activity template 6622, or step
6621, the course builder generates a machine-readable rep-
resentation 6603 of the new material. Prior to saving the
final results back in the course builder database 6600,
validation logic 6601 may evaluate the machine-readable
representation to confirm that it is properly formatted, using
an acceptable schema that may be used during the course/
class. If so, then results may be stored back to the database
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6600 and subsequently used to generate GUl/timeline during
each class 6604. Thus, no manual generation of structured
documents is required in this embodiment. Rather, the
course builder 6630 directly generates the machine-readable
representation 6603 which is saved upon validation.

Most lessons have a specific structure to them, in which
learning outcomes and specific activities for reaching them
are introduced, conducted, and reflected upon. Moreover,
many activities have interchangeable parts: a peer-instruc-
tion activity and a debate may both involve breakout groups,
and all activities require a brief introduction and closure
moment before transitioning to the next activity. Identifying
this structure allows course designers to create the set of step
templates 6621 for frequently used sequential parts of activi-
ties. Examples of step templates include: (a) introducing the
upcoming breakout discussion, (b) featuring a group of
students on screen for a discussion or debrief.

Particular sequences of steps may also be identified
comprising a complete activity that is particularly effective
for reaching learning goals. Like steps, activities can be
saved in the form of published activity templates 6622 that
can be reused in other lesson plans. A poll-based discussion,
for example, is an activity template that is comprised of this
sequence of steps: a poll question, breakout discussions with
students grouped by mix of poll responses, a post-breakout
discussion, a re-poll with the same question, a debrief, and
finally a closure moment (one such template is shown at the
bottom left of FIG. 64).

If lesson plans are authored using a general-purpose
web-based document editor, this sharing of relevant data
would require cutting and pasting between documents in
order to reuse steps. In contrast, the embodiments of the
invention described above create a structured data represen-
tation for activity and step templates 6621-6622, and pro-
vide academic designers with graphical tools such as shown
in FIGS. 63-65 for authoring and publishing new templates
and modifying existing templates. As previously discussed,
these templates 6621-6623 may then be included in a shared
pattern library displayed within the course builder tool 6630.
Using the GUI 6631 lesson plan authors can simply drag-
and-drop a template from the shared template library into the
timeline of the lesson plan that they are creating. This creates
a copy of the activity, and then they can fully customize this
copy as appropriate within the context of the lesson plan that
they are creating.

As discussed above, given that each class convenes in a
virtual room that can be reconfigured to better suit a par-
ticular learning activity, the lesson plans themselves may
encode and automatically reconfigure the classroom as the
professor teaches the class (see, e.g., FIGS. 1, 17, 20, 26,
etc). By custom-designing each classroom for the lesson
plan that will be taught in it, the cognitive load on the
professor is reduced (i.e., they can focus on leading the
discussion rather than reconfiguring the virtual classroom
space). This may be accomplished with a machine-readable
file representing the sequence of activities in every single
lesson plan (e.g., the timeline/GUI described above), which
instructs the classroom on how to re-configure for each
activity.

To further streamline this process, one embodiment of the
invention, the machine-readable representation 6603 gener-
ated by the course builder tool 6630 also includes machine-
readable instructions for classroom reconfiguration. This
may be done, for example, by associating default published
classroom GUI arrangements 6624 for each designated
step/activity and/or allowing the designer to select from a
list of appropriate published GUI arrangements 6624 for
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each step/activity. The course builder 6630 thus prevents
designers from specifying in-class activities that are not
supported by the available features of the virtual classroom
GUI. By constraining lesson plan authoring to what is
supported, configuration instructions may be codified
directly into each element of each step of each activity in the
course builder tool 6630. When a lesson plan is ready to
publish, the validation logic 6601 validates that no required
element is in an incomplete or ill-defined state, and then
automatically generates the configuration script which it
sends to the database 6600 to be used to create and configure
the classroom for that lesson plan. With the classroom fully
configured, the professor in this classroom has easy access
to the list of steps in the planned activities, with each step
accompanied by buttons that rearrange the classroom spe-
cifically for that step. Clicking on the button associated with
a post-breakout share-out, for instance, might change the
screen layout from the current document-based view to a
five-pane display, with the shared notes from Group A in a
large pane on the left and the four students from Group A in
smaller panes on the right. Clicking again would replace the
notes and video feeds with those for Group B. The benefit of
pre-configuration is significant: the professor can focus on
teaching the class and guiding the discussion rather than
searching for documents or figuring out which students were
in which breakout groups in order to feature their videos.

Throughout this specification, plural instances may imple-
ment components, operations, or structures described as a
single instance. Although individual operations of one or
more methods are illustrated and described as separate
operations, one or more of the individual operations may be
performed concurrently, and nothing requires that the opera-
tions be performed in the order illustrated. Structures and
functionality presented as separate components in example
configurations may be implemented as a combined structure
or component. Similarly, structures and functionality pre-
sented as a single component may be implemented as
separate components. These and other variations, modifica-
tions, additions, and improvements fall within the scope of
the subject matter herein.

Certain embodiments are described herein as including
logic or a number of components, modules, or mechanisms.
Modules may constitute either software modules (e.g., code
embodied on a machine-readable medium or in a transmis-
sion signal) or hardware modules.

A hardware module is tangible unit capable of performing
certain operations and may be configured or arranged in a
certain manner. In example embodiments, one or more
computer systems (e.g., a standalone, client or server com-
puter system) or one or more hardware modules of a
computer system (e.g., a processor or a group of processors)
may be configured by software (e.g., an application or
application portion) as a hardware module that operates to
perform certain operations as described herein.

In various embodiments, a hardware module may be
implemented mechanically or electronically. For example, a
hardware module may comprise dedicated circuitry or logic
that is permanently configured (e.g., as a special-purpose
processor, such as a field programmable gate array (FPGA)
or an application-specific integrated circuit (ASIC)) to per-
form certain operations.

A hardware module may also comprise programmable
logic or circuitry (e.g., as encompassed within a general-
purpose processor or other programmable processor) that is
temporarily configured by software to perform certain
operations. It will be appreciated that the decision to imple-
ment a hardware module mechanically, in dedicated and
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permanently configured circuitry, or in temporarily config-
ured circuitry (e.g., configured by software) may be driven
by cost and time considerations.

The various operations of example methods described
herein may be performed, at least partially, by one or more
processors, e.g., processor 102, that are temporarily config-
ured (e.g., by software) or permanently configured to per-
form the relevant operations. Whether temporarily or per-
manently configured, such processors may constitute
processor-implemented modules that operate to perform one
or more operations or functions. The modules referred to
herein may, in some example embodiments, comprise pro-
cessor-implemented modules.

The one or more processors may also operate to support
performance of the relevant operations in a “cloud comput-
ing” environment or as a “software as a service” (SaaS). For
example, at least some of the operations may be performed
by a group of computers (as examples of machines including
processors), these operations being accessible via a network
(e.g., the Internet) and via one or more appropriate interfaces
(e.g., application program interfaces (APis).)

The performance of certain of the operations may be
distributed among the one or more processors, not only
residing within a single machine, but deployed across a
number of machines. In some example embodiments, the
one or more processors or processor-implemented modules
may be located in a single geographic location (e.g., within
a home environment, an office environment, or a server
farm). In other example embodiments, the one or more
processors or processor-implemented modules may be dis-
tributed across a number of geographic locations.

Some portions of this specification are presented in terms
of algorithms or symbolic representations of operations on
data stored as bits or binary digital signals within a machine
memory (e.g., a computer memory). These algorithms or
symbolic representations are examples of techniques used
by those of ordinary skill in the data processing arts to
convey the substance of their work to others skilled in the
art. As used herein, an “algorithm™ is a self-consistent
sequence of operations or similar processing leading to a
desired result. In this context, algorithms and operations
involve physical manipulation of physical quantities. Typi-
cally, but not necessarily, such quantities may take the form
of electrical, magnetic, or optical signals capable of being
stored, accessed, transferred, combined, compared, or oth-
erwise manipulated by a machine. It is convenient at times,
principally for reasons of common usage, to refer to such
signals using words such as “data,” “content,” “bits,” “val-
ues,” “elements,” “symbols,” “characters,” “terms,” “num-
bers,” “numerals,” or the like. These words, however, are
merely convenient labels and are to be associated with
appropriate physical quantities.

Unless specifically stated otherwise, discussions herein
using words such as “processing,” “computing,” “calculat-
ing,” “determining,” “presenting,” “displaying,” or the like
may refer to actions or processes of a machine (e.g., a
computer) that manipulates or transforms data represented
as physical (e.g., electronic, magnetic, or optical) quantities
within one or more memories (e.g., volatile memory, non-
volatile memory, or a combination thereof), registers, or
other machine components that receive, store, transmit, or
display information.

As used herein any reference to “one embodiment” or “an
embodiment” means that a particular element, feature, struc-
ture, or characteristic described in connection with the
embodiment is included in at least one embodiment. The
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appearances of the phrase “in one embodiment” in various
places in the specification are not necessarily all referring to
the same embodiment.

Some embodiments may be described using the expres-
sion “coupled” and “connected” along with their derivatives.
For example, some embodiments may be described using
the term “coupled” to indicate that two or more elements are
in direct physical or electrical contact. The term “coupled,”
however, may also mean that two or more elements are not
in direct contact with each other, but yet still co-operate or
interact with each other. The embodiments are not limited in
this context.

As used herein, the terms “comprises,” “comprising,”
“includes,” “including,” “has,” “having” or any other varia-
tion thereof, are intended to cover a non-exclusive inclusion.
For example, a process, method, article, or apparatus that
comprises a list of elements is not necessarily limited to only
those elements but may include other elements not expressly
listed or inherent to such process, method, article, or appa-
ratus. Further, unless expressly stated to the contrary, “or”
refers to an inclusive or and not to an exclusive or. For
example, a condition A or B is satisfied by any one of the
following: A is true (or present) and B is false (or not
present), A is false (or not present) and B is true (or present),
and both A and B are true (or present).

In addition, use of the “a” “an” are employed to

2 <

a” or
describe elements and components of the embodiments
herein. This is done merely for convenience and to give a
general sense of the invention. This description should be
read to include one or at least one and the singular also
includes the plural unless it is obvious that it is meant
otherwise.

Upon reading this disclosure, those of skill in the art will
appreciate still additional alternative structural and func-
tional designs for a system and a process for providing a web
conference leader with information about a set of partici-
pants who may benefit the most from active participation
through the disclosed principles herein. Thus, while particu-
lar embodiments and applications have been illustrated and
described, it is to be understood that the disclosed embodi-
ments are not limited to the precise construction and com-
ponents disclosed herein.

Various modifications, changes and variations, which will
be apparent to those skilled in the art, may be made in the
arrangement, operation and details of the method and appa-
ratus disclosed herein without departing from the spirit and
scope defined in the appended claims.

Embodiments of the invention may include various steps,
which have been described above. The steps may be embod-
ied in machine-executable instructions which may be used to
cause a general-purpose or special-purpose processor to
perform the steps. Alternatively, these steps may be per-
formed by specific hardware components that contain hard-
wired logic for performing the steps, or by any combination
of programmed computer components and custom hardware
components.

As described herein, instructions may refer to specific
configurations of hardware such as application specific
integrated circuits (ASICs) configured to perform certain
operations or having a predetermined functionality or soft-
ware instructions stored in memory embodied in a non-
transitory computer readable medium. Thus, the techniques
shown in the figures can be implemented using code and
data stored and executed on one or more electronic devices
(e.g., an end station, a network element, etc.). Such elec-
tronic devices store and communicate (internally and/or with
other electronic devices over a network) code and data using
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computer machine-readable media, such as non-transitory
computer machine-readable storage media (e.g., magnetic
disks; optical disks; random access memory; read only
memory; flash memory devices; phase-change memory) and
transitory computer machine-readable communication
media (e.g., electrical, optical, acoustical or other form of
propagated signals—such as carrier waves, infrared signals,
digital signals, etc.). In addition, such electronic devices
typically include a set of one or more processors coupled to
one or more other components, such as one or more storage
devices (non-transitory machine-readable storage media),
user input/output devices (e.g., a keyboard, a touchscreen,
and/or a display), and network connections. The coupling of
the set of processors and other components is typically
through one or more busses and bridges (also termed as bus
controllers). The storage device and signals carrying the
network traffic respectively represent one or more machine-
readable storage media and machine-readable communica-
tion media. Thus, the storage device of a given electronic
device typically stores code and/or data for execution on the
set of one or more processors of that electronic device. Of
course, one or more parts of an embodiment of the invention
may be implemented using different combinations of soft-
ware, firmware, and/or hardware.

Throughout this detailed description, for the purposes of
explanation, numerous specific details were set forth in
order to provide a thorough understanding of the present
invention. It will be apparent, however, to one skilled in the
art that the invention may be practiced without some of these
specific details. In certain instances, well known structures
and functions were not described in elaborate detail in order
to avoid obscuring the subject matter of the present inven-
tion. Accordingly, the scope and spirit of the invention
should be judged in terms of the claims which follow.

What is claimed is:

1. A course builder apparatus comprising:

a course builder application to retrieve data from a
database, the data usable for constructing one or more
online courses;

a graphical user interface (GUI) of the course builder
application for designing an online course, the GUI
comprising:

a template region in which one or more published
classroom activity templates and/or step templates
are graphically displayed;

an editing region into which a designer of a course is
allowed to select and drag one or more of the
published classroom activity templates or step tem-
plates from the template region, the editing region
comprising one or more fields or other graphical
elements to allow the designer to edit the one or more
published classroom activity templates or step tem-
plates inside the editing region;

and

an outline region to provide a current outline of a
course being designed in the editing region by the
designer;

wherein the template region, editing region, and outline
region are simultaneously displayed in the GUI;

wherein, responsive to instructions to publish a first
online course designed using the GUI, the course
builder application is to generate a machine-readable
representation of the first online course, the machine-
readable representation interpretable by a browser or
application during the first online course to execute
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steps and/or activities defined in step templates and

activity templates, respectively, of the first online

course;

and

wherein the course builder apparatus further comprises a

validation module to validate the machine-readable

representation prior to storing the machine-readable
representation to the database.

2. The course builder apparatus of claim 1 wherein a step
template comprises an operation or task to be implemented
during an online course.

3. The course builder apparatus of claim 2 wherein an
activity template comprises a plurality of operations or steps
at least some of which are specified by a step template.

4. The course builder apparatus of claim 1 wherein the
machine-readable  representation  further  comprises
machine-readable instructions for configuring a virtual
classroom graphical user interface (GUI) as each of the steps
and/or activities are executed.

5. The course builder apparatus of claim 4 further com-
prising:

one or more default published classroom GUI arrange-

ments to be explicitly selected by the designer for each

designated step/activity and/or associated with each
step/activity by default.

6. The course builder apparatus of claim 5 wherein the
validation module is configured to validate the machine-
readable instructions for configuring the virtual classroom
GUL

7. The course builder apparatus of claim 6 wherein the
virtual classroom GUI further comprises:

an interactive timeline to be rendered on at least one of a

plurality of clients of participants in the virtual class-

room, the interactive timeline comprising a plurality of
graphical elements representing different activities or
steps, wherein selection of a graphical element corre-
sponding to a first activity or step causes a modification

of the virtual classroom GUI in accordance with a

second activity or step.

8. The course builder apparatus of claim 1 wherein one or
more of the activity templates specify one or more of a group
polling activity, a breakout group activity, and a speaker
selection activity.

9. The course builder apparatus of claim 1 wherein the
editing region further comprises a drop target visible after
each existing published classroom activity template or step
template in the editing region, the drop target capable to
accept one or more published classroom activity templates
or step templates from the template region.

10. A non-transitory machine-readable medium having
program code stored thereon which, when executed by a
machine, causes the machine to perform operations of:

retrieving data from a database, the data usable for

constructing one or more online courses;

rendering a graphical user interface (GUI) of a course

builder application for designing an online course, the

GUI comprising:

a template region in which one or more published
classroom activity templates and/or step templates
are graphically displayed; and

an editing region into which a designer of a course is
allowed to select and drag one or more of the
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published classroom activity templates or step tem-
plates from the template region, the editing region
comprising one or more fields or other graphical
elements to allow the designer to edit the one or more
published classroom activity templates or step tem-
plates inside the editing region; and
an outline region to provide a current outline of a
course being designed in the editing region by the
designer;
wherein the template region, editing region, and outline
region are simultaneously displayed in the GUI;
generating a machine-readable representation of a first
online course designed using the GUI responsive to
user input to publish the first online course, the
machine-readable representation interpretable by a
browser or application during the first online course to
execute steps and/or activities defined in step templates
and activity templates, respectively, of the first online
course; and
validating the machine-readable representation prior to
storing the machine-readable representation to the data-
base.

11. The non-transitory machine-readable medium of
claim 10 wherein a step template comprises an operation or
task to be implemented during an online course.

12. The non-transitory machine-readable medium of
claim 11 wherein an activity template comprises a plurality
of operations or steps at least some of which are specified by
a step template.

13. The non-transitory machine-readable medium of
claim 10 wherein the machine-readable representation fur-
ther comprises machine-readable instructions for configur-
ing a virtual classroom graphical user interface (GUI) as
each of the steps and/or activities are executed.

14. The non-transitory machine-readable medium of
claim 13, wherein the operations further comprise:

selecting one or more published classroom GUI arrange-

ments to be explicitly responsive to input by the
designer for each designated step/activity and/or asso-
ciated with each step/activity by default.

15. The non-transitory machine-readable medium of
claim 14 wherein the validation is to validate the machine-
readable instructions for configuring the virtual classroom
GUL

16. The non-transitory machine-readable medium of
claim 15 wherein the virtual classroom GUI further com-
prises:

an interactive timeline to be rendered on at least one of a

plurality of clients of participants in the virtual class-
room, the interactive timeline comprising a plurality of
graphical elements representing different activities or
steps, wherein selection of a graphical element corre-
sponding to a first activity or step causes a modification
of the virtual classroom GUI in accordance with a
second activity or step.

17. The non-transitory machine-readable medium of
claim 10 wherein one or more of the activity templates
specify one or more of a group polling activity, a breakout
group activity, and a speaker selection activity.
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