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The AIED Industry and Innovation Track 

W. Lewis Johnson1 and Ari Bader-Natal2 

1Alelo Inc. 
12910 Culver Bl., Suite J, Los Angeles, CA 90066 USA 

 
2The Minerva Project 

1145 Market St., San Francisco, CA 94103 USA 

Abstract. The new Industry and Innovation Track of the AIED 2013 confer-
ence includes submissions from commercial and entrepreneurial organizations 
that are putting AIED technologies into practice. As digital tutors enter the main 
stream, and demand increases for advanced capabilities such as automated as-
sessment and personalized learning, there is increasing interest in learning 
products that incorporate artificial intelligence technologies. The Industry and 
Innovation Track is intended to attract innovators, practitioners, and technology 
adopters to the AIED conference to share lessons learned and best practices, 
and draw on emerging technologies and methods. It includes regular papers and 
posters, as well as late-breaking reports from fast-moving efforts. 

Keywords: Innovation, technology transition, adoption-based research 

1 Introduction 

Education is in the midst of a period of rapid technological change. New types of 
online learning resources such as Khan Academy videos (Khan Academy, 2013) and 
massive open online courses (MOOCs) offer the potential for “flipping” conventional 
classroom instruction, enabling new paradigms of blended learning, or eliminating 
brick-and-mortar instruction altogether. As more learning moves on line there is a 
growing need for tools to track learner progress, personalize curricula, and provide 
feedback. These are all topics that the AIED community has researched over a num-
ber of years, often in research laboratory environments. There is now an unprecedent-
ed opportunity to put AIED-based methods into practice on a large scale. This can 
lead to improved learning solutions. It can also inform AIED research through access 
to real data and experience with real learning problems. 

The Industry and Innovation Track of AIED aims to bring together researchers, 
practitioners, and innovators in the education space to share experiences related to 
putting AIED technologies into practice. We recruited a program committee of indus-
try leaders and individuals experienced with applying learning technologies, who 
could bring an industry perspective to the evaluation process. Because commercial 
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efforts tend to move rapidly and aim for quick results, we included a late-breaking 
reports category with a reduced time between submission and publication. 

Like many learning innovations, the AIED Innovation and Industry Track is an it-
erative work in progress. The number of contributions this year is relatively small, but 
includes several interesting contributions from a cross-section of industrial research 
laboratories, government agencies and commercial enterprises engaged in educational 
innovations. We will draw lessons from this pilot effort and use them to grow the 
industry-and-innovation component of the AIED conference in future years. 

2 Contributions 

Two contributions to the Industry and Innovation Track are included in this proceed-
ings volume. Melinda Gervasio and Karen Myers of SRI International report on an 
automated capability for assessing procedural skills, developed to support training for 
a software system in widespread use across the US Army. Jeremiah Folsom-Kovarik 
and Robert Wray report on their work on adaptive assessment algorithms, which will 
enable adaptive assessment in real-world training settings where calibration data is 
sparse. A third paper by Brian Vogt of the US Army was also accepted, on the topic 
of a methodology for assessing scenarios in the UrbanSim strategy game. Unfortu-
nately Mr. Vogt is unable to attend AIED and present the paper. 

There are also three late-breaking reports, which will be published in a separate 
volume at the conference. Brian Duffy and team at Team Carney report on a case 
study of gamification of traditional courseware. Lewis Johnson gives an interim re-
port on Alelo’s Tactical Interaction Simulator, and current efforts to integrate it into 
instruction at the Defence Forces Language School in Australia. Finally Jennifer Sab-
ourin and team at the SAS Institute report on their SAS® Read Aloud app for early 
reading, and discuss opportunities for incorporating intelligent technologies to further 
improve and understand early literacy reading. 

References 

1. Khan Academy (2013). A free world-class education for anyone anywhere. Retrieved from 
http://www.khanacademy.org/about 
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Drill Evaluation for Training Procedural Skills 

Melinda Gervasio and Karen Myers 

SRI International, 333 Ravenswood Ave., Menlo Park, CA 
 

Abstract. The acquisition of procedural skills requires learning by doing—
students learn by trying to solve problems, getting feedback on mistakes, and 
requesting assistance in the face of impasses. This paper describes an automated 
capability for assessing procedural skills that was developed to support training 
for a complex software system in widespread use throughout the U.S. Army. 
The automated assessment uses a soft graph matching capability to align a trace 
of student actions to a predefined gold standard of allowed solutions, providing 
a basis to assess student performance, identify problems, give hints for improv-
ing performance, and indicate pointers to relevant tutorial documentation.  

 

Keywords: procedural skills, automated assessment, relaxed graph matching  

1 Introduction 

Today’s workers require a broad and growing set of procedural skills, which involve 
learning multistep procedures to accomplish a task. Procedural skills apply both to 
physical environments (e.g., how to repair a device) and online environments (e.g., 
how to create a pivot table in Excel).  

This paper reports on a system called Drill Evaluation for Training (DEFT) that 
was developed to facilitate the learning of procedural skills related to the use of a 
complex piece of software. More specifically, DEFT provides an automated assess-
ment capability to evaluate student performance as they learn how to use the Com-
mand Post of the Future (CPOF)—a collaborative geospatial visualization environ-
ment system used extensively by the U.S. Army to develop situational awareness and 
to plan military operations. Although a powerful tool, CPOF is difficult to learn; fur-
thermore, CPOF skills decay rapidly when not in regular use. Because soldiers have 
limited availability for formal training sessions, the result is that many users struggle 
when using CPOF in the field.  

DEFT addresses the training problem for CPOF by providing significant automated 
support to assess learned skills.  Having the ability to automate assessment of student 
performance would reduce the burden on instructors in classroom settings, thus ena-
bling them to provide more personalized attention to individual students.  It would 
also enable students to pursue independent supplemental training beyond a formal 
classroom setting.   
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We begin the paper with some additional background on CPOF, followed by a 
technical overview of DEFT. We then present results of a user study that assessed the 
usability and utility of DEFT for CPOF training. We close with a discussion of related 
work, a summary of contributions, and directions for future work.  

2 Command Post of the Future (CPOF) 

CPOF is a state-of-the-art command and control (C2) visualization and collaboration 
system. The CPOF software is part of the U.S. Army’s Battle Command System, and 
as such is standard equipment for virtually every Army unit. Since its inception in 
2004, thousands of CPOF systems have been deployed. Its usage spans organizational 
echelons from Corps to Battalion in functional areas that include intelligence, opera-
tions planning, civil affairs, and engineering. CPOF is used extensively to support C2 
operations for tasks covering information collection and vetting, situation understand-
ing, daily briefings, mission planning, and retrospective analysis [4]. 

CPOF uses geospatial, temporal, tabular, and quantitative visualizations specifi-
cally tailored to information in the C2 domain. Users can collaborate synchronously 
in CPOF by interacting with shared products. The ability to dynamically incorporate 
new information is critical to the success of any C2 operation; CPOF’s “live” visuali-
zations continually update in response to changes sourced from user interactions or 
underlying data feeds, thus ensuring that data updates flow rapidly to users. 

 The U.S. Army offers the Battle Staff Operations Course (BSOC) to provide in-
struction to students on basic CPOF interaction skills. Much of what is taught in the 
BSOC is procedural, i.e., determining what steps to perform and in what order to 
achieve a particular result. The following provides a portion of an exercise from the 
BSOC course materials: Create a 2D map. Create a notional unit; name it A10 #X 
1v2. Edit the size, type, and affiliation. Place the unit on the 2D map.  

An analysis of an examination used to test student mastery of BSOC material 
showed that 69% of the questions required demonstration of procedural skills; another 
6% involved true/false or multiple-choice questions; the remaining 25% required 
short-answer responses. Similar exercises are used within the course itself to enable 
students to apply the classroom knowledge in a hands-on fashion. This predominance 
of procedural skills within the BSOC curriculum motivated the development of 
DEFT, as having an ability to automatically assess student performance could dra-
matically alter the manner in which CPOF training is conducted.   

3 DEFT Technical Components 

DEFT performs real-time monitoring of students as they attempt to complete exer-
cises (see  Fig. 1).  While a student works on an exercise, DEFT logs a trace of his 
actions. That trace is compared to a representation of allowed solutions to the exercise 
(the gold standard) to create assessment information that identifies conceptual errors 
or mistakes, provides guidance in the form of hints to help the student complete a 
task, and suggests links to contextually relevant training materials.  
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Fig. 1. Automated assessment in DEFT 

3.1 Gold Standard Representation 

The gold standard defines the space of acceptable solutions to an exercise. For BSOC 
exercises, solutions cannot be readily specified by enumeration as there can be nu-
merous approaches to completing a task that may involve different actions and order-
ings between them, and significant variability in the specific objects that are created 
or manipulated by the actions.  

We represent the gold standards as one or more traces obtained through demonstra-
tions of correct solutions to an exercise, augmented with additional annotations that 
define allowable variations from the trace. A gold standard defines a partial ordering 
on the steps of a trace, where a step can be a (parameterized) CPOF action, a class of 
actions, or set of options, each of which is itself a partially ordered set of steps. The 
annotations take the form of constraints over steps or parameters. Currently, DEFT 
supports action ordering constraints, parameter equality constraints, parameter value 
constraints (between parameters and constant values), and a limited set of query con-
straints. Query constraints are intended to capture requirements on the application 
state or on object properties that cannot be determined from the arguments of the 
actions themselves. The abstractions provided by this scheme can result in signifi-
cantly more compact representation of potentially very large solution spaces. 

We anticipate that instructors will play a critical role in gold standard development 
by providing solution traces and annotating them. However, we can also leverage 
automated reasoning and machine learning techniques to facilitate the process. For 
example, we can apply heuristics to determine default annotations and generalize over 
parameters and actions from multiple examples.  

3.2 Alignment 

The automated assessment capability in DEFT centers on determining a mapping 
from the student’s submitted response for an exercise to the predefined gold standard 
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for that exercise. We have framed this alignment problem as a form of inexact seman-
tic graph matching in which a similarity metric based on graph edit distance is used to 
rate the quality of the mappings. Graph edit distance measures the number—more 
generally, the cumulative cost—of graph editing operations needed to transform the 
student response into an instance consistent with the gold standard. Intuitively, find-
ing the lowest-cost alignment corresponds to DEFT finding the specific solution the 
student is most likely to have been attempting.   

To use this graph matching approach in DEFT, we represent the gold standard as 
one or more pattern graphs, with each graph representing a family of possible solu-
tions to the exercise. Actions and their parameters are nodes; parameter roles within 
actions are links; and required conditions within the solution (precedence between 
actions, values of textual or numerical parameters, etc.) are constraints. The student 
response is represented similarly as a candidate graph.  

Alignment involves finding the mapping between the candidate and a pattern with 
the lowest edit distance cost. We associate costs that impose a penalty in the score for 
the response for missing the respective action, parameter, constraint, etc. Alignment 
to the closest solution allows DEFT to generate an assessment that identifies differ-
ences between the response and the gold standard, which translate both to specific 
errors the student has made (e.g., out-of-order actions, incorrect action parameter 
values, missing or extra actions) and to the corrections needed.  

The alignment capability in DEFT builds on a pattern matching algorithm that was 
developed originally for link analysis applications [10]. While this algorithm provided 
a reasonably good fit for solving the alignment problem, we developed a set of per-
formance optimizations linked to the structure of our specific matching problem that 
significantly prune the overall search space. 

3.3 Student Interface 

DEFT’s student interface serves two functions. First, it provides a framework for 
exercise administration: presenting exercises for selection, supporting navigation 
through the exercises, and making available contextually relevant hints and documen-
tation links. Second, it presents students with visual feedback on their solutions that 
shows problems detected by the automated assessment capability.  

When a user selects an exercise, he is presented with background information on 
the exercise from the BSOC training materials, including a statement of the learning 
objectives for the exercise and links to relevant study materials. The user can begin 
the exercise by clicking on a Start button on the bottom of the screen. The exercise is 
presented to the student incrementally as a sequence of numbered tasks. For example, 
Fig. 2 shows the three tasks that comprise an exercise related to Spot Reports. The 
user performs actions in CPOF to complete each task in turn, with instrumentation 
logging those actions. Upon completing a task, the user clicks on a button at the bot-
tom of the screen to proceed to the next task.  

Users are presented with context-sensitive hints (accessed via the light bulb icon) 
and documentation links (accessed via the question mark icon) to facilitate their com-
pletion of tasks. DEFT uses hint sequences, with initial hints providing high-level 
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guidance and subsequent hints progressively disclosing more complete directions for 
the task. Clicking on a documentation link displays the relevant section of the online 
CPOF documentation in a Web browser. After completing all tasks, the user can click 
on the ‘How did I do?’ button to view the DEFT assessment of his performance.  

 

 
 

Fig. 2. Student interface: task structure for an exercise  

Fig. 3. Sample feedback from a BSOC exercise 
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Fig. 3 shows sample feedback generated by DEFT. An icon to the right of each 
subtask indicates whether the subtask was completed successfully (green checkmark), 
contained mistakes (red x), or triggered warnings (yellow checkmark). An icon to the 
left of a step denotes a specific type of problem with that step. Hovering on the icon 
presents a textual description of the problem (e.g., the orange box in the figure). Pos-
sible problem types include incorrect step values (red X and red circle on incorrect 
value), a missing step (red exclamation mark beside a grayed-out step), an unneces-
sary step (yellow asterisk), and incorrect ordering of steps (not shown here).  

4 User Study 

We conducted a user study to evaluate DEFT’s ability to provide students with correct 
and comprehensible feedback regarding their performance on exercises derived from 
the BSOC training material. We originally intended to conduct the study with active 
duty soldiers, but because of their limited availability, we instead recruited ten par-
ticipants from SRI, none with military backgrounds, spanning a variety of job roles 
including administrative assistants, technical editors, and project administrators. None 
had previous exposure to CPOF so they were given a two-hour hands-on CPOF train-
ing session the week before the study. 

4.1 Methodology 

The user study comprised ten individual participant sessions, each lasting two hours. 
Each session involved the participant, a facilitator, and a note-taker; and was con-
ducted in three parts. First was a 15-minute introduction to the use of DEFT to per-
form exercises in CPOF. The participant was guided by the facilitator in performing 
an exercise and introduced to the hints and online help mechanisms. Second was a 75-
minute think-aloud session during which participants were asked to think aloud as 
they performed exercises on their own and viewed DEFT’s assessments of their solu-
tions. They were also presented with assessments of erroneous solutions handcrafted 
to include various types of errors. Finally was a 30-minute debrief where the partici-
pant was asked to complete two brief questionnaires and then engaged in an open 
discussion. The first questionnaire was a standard questionnaire for calculating Sys-
tem Usability Scale (SUS) scores [3]; the second was a compilation of questions re-
garding computer usage. The open discussion was structured around “product re-
sponse cards” [2], a set of 55 adjectives (positive and negative) from which the par-
ticipants were asked to select five that best described what they thought of DEFT and 
then to elaborate on their selections. 

4.2 Results 

Demographics. All ten participants self-reported being “comfortable” or “very com-
fortable” with the use of computers. On the questions regarding computer and soft-
ware use, on a scale of 0 to 4 (where 0 = never and 4 = very often), they averaged 
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3.22 on online activities, 2.73 on office applications (e.g., word processing, spread-
sheets), 1.67 on games, and 0.56 on advanced computer use (e.g., programming, 
sound/video editing). Six reported having taken a programming class at some point, 
but none were active programmers. All reported having taken a computer-based train-
ing or online course. 

Automated Assessment. Each participant completed two to three exercises and 
viewed two to three additional assessments within the time allotted. Performance on 
the exercises varied greatly, with some completing exercises with few errors or none 
at all, while others struggled on all exercises. The instructions in the exercises were 
intentionally designed to elicit some errors and all the participants committed at least 
a few errors. DEFT’s automated assessment module was able to correctly identify all 
the errors except in two situations where the system crashed due to unanticipated 
CPOF instrumentation issues. All the participants were able to correctly interpret the 
error feedback on their solutions and, in the cases where they were asked to repeat an 
exercise, to correct their mistakes. Everyone was also able to interpret assessments of 
the handcrafted erroneous solutions but required more effort to do so because of the 
additional need to interpret someone else’s solution. 

However, based on the results of the think-aloud sessions and the discussions af-
terwards, it was apparent that most participants found the assessment visualizations 
too busy or too long. Several stated that they would prefer a simple textual rendering, 
with a few suggesting just a summary of the results. One participant found DEFT’s 
focus on error feedback (i.e., only errors were pointed out) to be particularly harsh 
and suggested providing positive feedback as well. Many also wanted not just to be 
told what they had done wrong but also to be directed on how to fix it. 

The perceived deficiencies of the assessment visualization were somewhat surpris-
ing, given that we had designed them in close collaboration with CPOF instructors. 
However, we realized that instructors and students have distinct needs. For an instruc-
tor, who needs to see the performance of an entire classroom, seeing individual user 
responses and high-level assessments in the form of markups (checkmarks, Xs, and 
circled elements) is especially valuable. In contrast, students already know what they 
did and are more interested in the assessment itself. A recap of what they did and an 
overall view of how they did is much less useful than a report on how they did and, if 
they made errors, what they need to do to fix them. 

Exercise Administration. The study also provided the opportunity to evaluate 
DEFT’s exercise administration functionality. Participants found the DEFT workflow 
of loading an exercise, performing a sequence of tasks, and getting an assessment to 
be straightforward. However, a few expressed a desire for more immediate feedback 
to help guide them through an exercise. There were a number of situations where a 
participant started floundering and was then unable to make progress without inter-
vention from the facilitator. 

DEFT’s task-specific hints and links to online help were perceived by all par-
ticipants to be valuable and everyone relied on them at some point. Although a few 
tasks involved CPOF concepts that the participants had not been or were only briefly 
exposed to during their CPOF training, most were able to use the hints and help to 
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accomplish the tasks anyway. Most participants preferred the brevity and directness 
of hints, often finding the online CPOF documentation to be overwhelming. 

Usability and Usefulness. The SUS scores ranged from 35 to 90, with a mean of 
61.25 and a median of 62.5 (scores that can be interpreted to mean roughly “aver-
age”). There are too few participants to draw statistically significant conclusions; 
however, together with our observations during the think-aloud sessions and the open 
discussions with the participants, these results indicate that although the participants 
found DEFT easy to use, there remain gaps in its exercise administration and auto-
mated assessment capabilities. 

In the product response cards exercise, participants were asked to choose the five 
words best describing what they thought of DEFT. The results (Fig. 4) reveal that 
participants had a predominantly positive response to DEFT, with several describing 
it as “useful”, “straightforward”, “relevant”, and “valuable”. A few participants found 
DEFT “frustrating”; further probing revealed that their reaction was at least partly due 
to their lack of familiarity with CPOF and with military terminology in the exercises. 

Across the board participants expressed their belief that DEFT was a valuable 
training tool. They appreciated its tight integration with the training application 
(CPOF, in this case). All the participants readily suggested examples where they 
thought a tool like DEFT could be useful for training. These included various proce-
dures they had encountered in their work, such as accounting processes, website navi-
gation, webpage creation, and timecard management; as well as more unusual sugges-
tions such as learning a new language or how to play an instrument. 

Fig. 4. Tag cloud depicting subjective participant response to DEFT, with word size re-
flecting the number of times in appeared in participants’ Top 5 lists.  

4.3 Discussion 
The user study provided valuable feedback and encouraging results regarding DEFT 
as a training tool for procedural tasks. It is notable that although the participants in the 
study were complete novices in both the application (CPOF) and the domain (military 
operations), they were able to use DEFT to complete real training exercises in CPOF. 
And in spite of the difficulty in performing a task (encountered by most of the partici-
pants at some point during the study), the participant response to DEFT was predomi-
nantly positive. However, as a prototype system whose primary focus has been on 
automated assessment, DEFT has room for improvement. In particular, to be an effec-
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tive tool for self-directed learning, it needs to provide more student-focused interac-
tions, including a tighter integration between performance, assessment, and correc-
tion; and more comprehensive, focused, explanatory feedback.  

5 Related Work 

Example-tracing tutors [1] assess procedural skills by comparing student actions 
against a behavior graph that represents all acceptable ways of achieving a task, much 
like DEFT compares student solutions against a gold standard. Both behavior graphs 
and gold standards capture a range of solutions by allowing alternative actions, ranges 
of values used in actions, and alternative action orderings. However, because an ex-
ample-tracing tutor’s primary task is to teach a procedural skill, its assessment is fo-
cused on recognizing what the student is trying to do and ensuring that the student 
remains on track to successful accomplishing a task. In contrast, DEFT is designed 
primarily to assess how well a student has performed a skill and is thus focused on 
identifying key mistakes in the student solution.  

This distinction also applies when comparing DEFT to model-tracing [6,9] and 
constraint-based tutors [7]. In addition, model-tracing tutors are designed for domains 
such as math and physics where automated problem-solvers can be developed; they 
are less applicable to open-ended domains like CPOF. Meanwhile, constraint-based 
tutors are designed for tasks where the challenge is not s in the selection of actions 
and parameter values but in the selection of values that satisfy potentially complex 
constraints. Although CPOF requires capturing such constraints as well, the variety of 
actions available to accomplish a task requires evaluating the procedures themselves. 

In programming, assessment can be performed entirely on the end product (the 
program): whether it produces the correct results, meets complexity and style criteria, 
is efficient, etc. [5] To some extent, such assessment can be performed on the final 
information products in CPOF but the real-world need for efficient operation and 
adherence to best practices demands assessment of how products are created as well. 

6 Conclusion and Future Work 

Several CPOF instructors have enthusiastically endorsed our automated assessment 
concept, noting benefits of the technology on several levels. In a classroom setting, it 
would enable high achievers to move more rapidly through a curriculum, potentially 
exploring challenge concepts beyond the baseline skills required for the entire cohort; 
for students for whom the curriculum poses a greater challenge, the technology would 
provide real-time, personalized feedback. The instructors were also excited by the 
prospect of being able to track individual and aggregate student performance to help 
them identify concepts that are problematic for students and to adjust their instruction 
accordingly. Importantly, the technology opens the door to supporting student-
directed acquisition of skills outside of the classroom.  

The automated assessment capability in DEFT is currently a research prototype. 
Given the encouraging results from the user study and the strong desires expressed by 
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CPOF trainers for a capability of this type, we believe that it would be valuable to 
continue this line of work with the objective of generating a fully operational assess-
ment capability that could be deployed to enable self-directed CPOF training. 

To date, gold standards for the BSOC exercises have been hand-coded by members 
of our research team. Ideally, curriculum developers would be able to construct gold 
standards on their own. For this, we envision a tool that would enable an instructor to 
demonstrate the procedural structure of an exercise solution, augmented with an anno-
tation mechanism for specifying the companion constraints that define allowed varia-
tions from the demonstration. We believe it would be feasible to develop such an 
authoring tool, leveraging learning by demonstration technology we have previously 
deployed within CPOF to enable automation of routine tasks [8].  
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Adaptive Assessment in an Instructor-Mediated System 

Jeremiah T. Folsom-Kovarik, Robert E. Wray, Laura Hamel 

Soar Technology, Inc. 

{jeremiah.folsom-kovarik,wray,lhamel}@soartech.com 

Abstract. Instructor-mediated training systems give end users direct control 
over instructional content, increasing acceptance but introducing new technical 
challenges. Decreased opportunities for parameter estimation (or manual set-
ting) limit the utility of item-response or Bayesian approaches to adaptive as-
sessment. We present four adaptive assessment algorithms that require little da-
ta about characteristics of test items. Two algorithms present about half as many 
test items as random selection before producing accurate skill estimates. These 
algorithms will enable adaptive assessment in real-world training settings where 
calibration data is sparse. 

Keywords: assessment, adaptive training, instructor-mediated design 

1 Introduction 

Instructor-mediated design is a pattern the authors use to help ensure training systems 
fit practitioner  needs.  The  goal  is  to  increase  instructors’  control  over  the  content  and  
operation of a training system and is in contrast to systems where instructional or 
content changes require technical expertise or formal specification [1]. Giving instruc-
tors direct control over how their training systems work can improve system ac-
ceptance and effectiveness in real-world use. It can reduce costs, turnaround time for 
changes, and the errors introduced during communication between end users and 
developers. However, when adaptive elements are complex, instructor-mediated de-
sign can place technical burdens on instructors or, more likely, result in incomplete-
ness and incorrectness in the authored system. To enable instructor-mediated design 
for adaptive training, adaptation should be simple and transparent [2]. 

Formal adaptive assessment includes several related Bayesian and Item Response 
Theory (IRT) approaches [3-5]. They are well studied both theoretically and in real-
world applications, for example in the widely administered Graduate Record Exami-
nation [6]. However, these approaches have drawbacks for some adaptive training 
uses. They require specification of multiple important values that are nuisance param-
eters from an instructor point of view, such as prior beliefs about learner ability and 
item discrimination or difficulty. Principled machine learning and calibration of these 
parameters necessitate large amounts of empirical data, on the order of 1800 people or 
more answering each test item [7]; there is a possibility of incorrect outcomes before 
the model saturates; and the learned parameters are sensitive to small changes in item 
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content or context [8]. Approximate methods such as [9] can reduce but not eliminate 
these requirements. Whether they are learned from data or set by authors, the number 
and precision of model parameters in these approaches are barriers to transparency, 
instructor acceptance, and quick changes to content. 

To combine adaptive assessment with instructor-mediated design, we investigated 
transparent selection algorithms that would not require large amounts of calibration 
data. If these algorithms could adapt to individual students, our system would let in-
structors understand their students more quickly and in better detail. We developed 
simulated students to empirically evaluate selection algorithms under a range of cir-
cumstances and found a simple algorithm can choose effectively between skills to 
test, an important task for real-world adaptive training and assessment. 

2 Adaptive Assessment 

We are exploring the challenge of readiness assessment in the context of a US Navy 
course that trains tactical decision-making skills for mid-career officers. Officers en-
tering the course may have very different prior knowledge and experience. For exam-
ple, an officer previously stationed on a mine hunting vessel may have had little expo-
sure to anti-submarine concepts. The instructors must identify specific knowledge and 
skill gaps for individual incoming students, as efficiently as possible. Specific re-
quirements make a traditional test design approach less effective:  

1. Instructors are primarily interested in skill evaluation, rather than conceptual 
knowledge. We developed a testing approach inspired by Kalyuga and 
Sweller’s [10] rapid skill testing method. Students see a partially  “solved”  tac-
tical situation in a simulation and must provide a summary of their next steps 
within a few seconds [11]. These simulations and rapid skill tests can be au-
thored by instructors and do not require technical intervention or study before 
use. Therefore, there is no opportunity to carefully characterize individual test 
items before presenting them to students. Further, the test item pool is small. 

2. Instructors create and modify relationships test items and skills, using their 
perspectives on the structure of the underlying learning domain. We seek to 
help expert instructors express their domain understanding rather than fit their 
experience into a skill taxonomy we define. Because instructors establish skill 
relationships, it is not practical to rely on precise weights in a skill network or 
complex inference methods that otherwise could help interpret test items. 

3. Because test items quickly become outdated in a changing tactical environ-
ment, there is limited reuse of test items over time. We estimate that an indi-
vidual test item might be presented to between 50 and 500 students before be-
ing retired. Compared to approaches that evaluate test items with many learn-
ers over time, the limited item reuse provides little opportunity to estimate 
item characteristics such as discrimination or reliability. 

In order to address these needs, we studied four adaptive assessment algorithms 
(Fig. 1). The candidates were chosen for their minimal instructor input requirements, 
potential to work with small amounts of data, and their transparency to instructors. 
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Fig. 1. Four adaptive item selection candidates: (a) Select (yellow arrow) the skill with the least 
confident estimate. (b) Select an item to present by comparing with neighbors. (c) Model a 
single proficiency value. (d) Compare skill proficiency to the rest of the student population. 

Least confidence: This algorithm asks more questions about skills for which the 
system has least certainty, whether because of mixed student performance or possible 
problems with test items. Sample variance is an easily calculated proxy for estimate 
certainty and does not require configuring multiple nuisance parameters as do Bayesi-
an certainty measures like posterior confidence intervals. It is mathematically related 
to information-theory certainty measures like entropy and mutual information, but its 
meaning is more accessible to instructors. Sample variance is calculated for each skill 
proficiency estimate for each student. The skill with the least certainty  in  the  student’s  
proficiency estimate (the highest sample variance) was selected for testing. 

Neighbor divergence: This adaptive algorithm uses the skill tree topology to com-
pare proficiency estimates of each skill with those of skills near it. Each skill was 
compared with its parents, children, and siblings in order to find the average absolute 
difference between the node and its neighbors. The node with the greatest difference 
from its neighbors was selected. The motivation is that local outliers in proficiency 
estimates may indicate errors introduced by, for example, a lucky guess. To the extent 
that the skill tree topology reflects real relationships between individual skills, profi-
ciency in one skill should help to predict proficiency in closely related skills. 

Overall divergence: This algorithm is a variation of the second algorithm. It still 
concentrates on outliers in estimate means, but compares node estimates to the overall 
(domain) skill estimate of the learner. Student performance on all skills contributed 
equally to updating the proficiency average, and the average weighted each test item 
equally (meaning that skills that were tested with more items contributed greater 

a b

c d
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weight). To select a new test item to present, each skill was ranked by its difference 
from the overall average. The most distant skill was then selected. 

Population divergence: This algorithm uses a simple model of the population dis-
tribution of ability across all simulated students and chooses test items that test a skill 
that differs most from the population mean for that skill. Ability in real students often 
follows a unimodal distribution such as a normal or Poisson distribution. Thus, it may 
be advantageous to estimate the population mean and identify which student estimates 
are far from that point. All else being equal, exceptional estimates are more likely to 
represent sampling error than estimates that are closer to the center of the distribution. 
In testing with simulated students, the distribution of ability in the population would 
indeed (approximately) follow a normal distribution. However, this assumption is also 
widely made in training and educational settings, where it is often the basis of grading 
curves and tests for significance. In addition, the simulated distribution of ability ac-
tually was not wholly unimodal. The population had a somewhat bimodal distribution 
because a small but significant proportion of simulated students were completely 
unable to perform certain skills, as if they had never learned a particular topic. 

Baselines: Finally, we compared our adaptive algorithms to two baselines. These 
two, termed random selection and perfect knowledge bracket the results [12]. Random 
ordering bounds the low end of performance and, because item selection is not sys-
tematic in the current system, may be an apt estimate of current assessment efficiency. 
To find the upper bound on performance, we also compared candidate algorithms 
against item selection with perfect knowledge of the true underlying proficiency val-
ues for each skill, enabling the system to choose the most apt question at all times. 

3 Method 

We now present a series of experiments designed to study the performance of the 
candidate algorithms across a range of realistic instructional and trainee characteris-
tics. First, we evaluated the algorithms in a simulation based on the readiness assess-
ment use case. Second, we evaluated performance when the material being tested has 
a range of different underlying structures. 

Simulated Instructional Material. We created abstract simulations of instructional 
material that could generalize to a wide variety of instructional use cases. We defined 
test items as reflecting student skill according to a modified three-parameter logistic 
model widely used in IRT research and practice [13]. We modified the model by fix-
ing two of the parameters indicating item discrimination and probability of guessing. 
The effect is that all questions targeting a particular skill were interchangeable; item 
selection represents a decision of which skill to test. As above, in actual use there is 
not sufficient test data to characterize effectively instructor-authored questions. 

Skills were arranged into hierarchies that describe how different skills relate to 
each other. Parent nodes represent higher-order skills that integrate the skills of child 
nodes. We tested four arrangements of skills, labeled A through D (Fig. 2). In topolo-
gy A, skills are arranged at varying depths from the root of the tree, a typical configu-
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ration that reflects observed usage. In topology B, all skills are children of one parent 
node. A hierarchy like this might arise legitimately when many component skills are 
required to carry out one task or by accident when authors define skills without care-
fully considering their relationships. Topology C tests how algorithms function with a 
forest of unrelated skill trees. Because there are several root nodes, the skills can be 
viewed as unrelated, such as the case when a system must evaluate all three of percep-
tual skill, math aptitude, and reading ability. Finally, topology D tests algorithms on a 
highly interrelated skill graph. This skill graph might easily arise when a single skill 
pertains to several parents. For example, skilled marksmanship may be expected to 
improve performance on a firing range and also in combat exercises. 

 
Fig. 2. Relationships between tested skills in the simulation environment. In topology (a), skills 
were related at varying depths in a hierarchical arrangement. Topology (b) represents a flat skill 
tree while topology (c) represents a forest of unrelated skill trees. In topology (d), skills are 
interrelated and have multiple parents. 

In experiments each item tested only one skill, a principle of good test design [14] 
that our readiness assessment follows. Skills could have multiple test items. Test 
items existed for every skill, and more items were available to test skills at the leaves 
of a tree than skills at internal nodes. In our experience, instructors often find it easier 
to create test items that target a low-level skill, such as a specific procedure, and more 
difficult to construct items that test an integrative or higher-order skill (also see, e.g., 
[15]). To challenge the adaptive selection algorithms, skills were assigned varying 
difficulties that affected how well an average student could perform on each one. All 
test items were generated with the difficulty of their target skill. 

Simulated Students. Simulated students demonstrated realistic ability distributions. 
Following the conventions of IRT analysis, we assigned each student a single under-
lying, hidden proficiency in each skill. Simulated students were generated with nor-
mally distributed proficiencies, and proficiencies in skills not at the root of a skill tree 
were  normally  distributed  around  the  values  of  the  node’s  parents.  The  student  model  
contained additional noise caused by some skills that students were completely unable 

a b

c d

17



to perform (except by guessing). These cases, reflecting completely unlearned materi-
al, were generated with increasing probability for any skill where a student had profi-
ciency one standard deviation or more below the mean. 

Underlying student proficiencies affected the probability of answering any given 
question correctly. A logistic function mapped underlying proficiency to probability 
of answering a question correctly. According to this model, even highly proficient 
students still had a small chance of slipping or answering a question incorrectly. Ad-
ditional sources of variance in the model included chance of guessing the correct an-
swer, skill difficulty, and accuracy of prior proficiency estimates. Chance of guessing 
was calculated as if test items had a four-alternative multiple-choice design. Skill 
difficulty was normally distributed, and served to shift the population mean proficien-
cy higher or lower relative to a particular skill. Prior proficiency scores were random-
ly initialized with a wide variance for each skill to emulate information from other 
sources such as tests other than our own or instructor inputs. Adaptive assessments 
could use the estimates as a starting point, but had to quickly identify incorrect values 
and  improve  those  results  to  get  a  good  measure  of  students’  real  proficiency. 

All the adaptive selection algorithms had access to the same item pool, and were 
compared on their ability to score the same randomly generated students. The answer 
a particular student gave in response to each test item was held the same for every 
experimental run, ensuring maximum comparability. Only the order of item selection 
could be controlled by the algorithms being studied. 

Simulation Process. One hundred simulated students were generated for each exper-
imental run. A run consisted of a cycle of selecting a test item for a student, evaluat-
ing  the  student’s  response,  and  updating  proficiency  estimates  until  all  test  items  were  
presented. Response evaluation and proficiency updates were the same for all runs, 
and were simple in order to reflect a basic level of practice. Each item response could 
be either correct or incorrect. Skill proficiency was estimated simply by the percent-
age of correct responses to items targeting that skill.  

A property of the simple item scoring method used is that varying the order of 
scoring inputs does not impact the final score. Therefore, the experiments provide a 
closer approximation of the real-world testing use case that entails a single test event, 
as opposed to monitoring skills over time. An interesting direction for future research 
might be to explore possible interactions between item selection and a more sophisti-
cated method for item scoring and proficiency estimation. 

The fundamental metric we used to evaluate adaptive selection was time to reduce 
mean absolute error (MAE) of all skill estimates as compared to the true underlying 
value drawn from the simulation. Error change over time by itself is abstract and not 
easily comparable to other experiments with different students or test questions. For 
this reason, we present a normalized and concrete metric: the fraction of the entire 
item pool required to remove half of the error that is possible to remove. For example, 
in one experiment, MAE before asking any questions was 0.241 and after asking eve-
ry question in the pool MAE was reduced to 0.137. Therefore, to evaluate the algo-
rithms for choosing among these questions we examined the number of test items 
needed to reduce population error below the average of these values, 0.189. 
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4 Results 

The readiness assessment use case. We were most interested in algorithm perfor-
mance on topology A because it represented a typical skill hierarchy, representative of 
many training domains including our specific domain. The results of testing all candi-
date algorithms on topology A are shown in Fig. 3. For comparison, two additional 
approaches to leveraging skill tree topology rather than facts about individual learners 
are included in the graph. Two candidate algorithms outperformed the rest: prioritiz-
ing the skills whose proficiency estimates were least similar to the nodes around 
them, and prioritizing the skills that were least similar to an overall ability estimate. 

We next tested a modified metric in order to determine whether the differences in 
candidate performance reached statistical significance. Rather than considering over-
all performance on the entire class of students, we measured performance on each 
individual student. This produced a parallel experiment with a population of 100 and 
a large variance in outcomes because of the wide variation between individual stu-
dents’  proficiencies.  A  series  of  unpaired,  two-tailed  Welch’s  t-tests showed that only 
the two identified algorithms performed significantly better than random (p < 0.01 for 
each). Comparing the mean differences in these pairwise comparisons against the 
perfect-knowledge baseline showed that modeling local outliers eliminated 53% of 
wasted item presentations, while modeling a single proficiency value eliminated 49%. 
Therefore, we next worked to characterize these two algorithms in more detail. 

 
Fig. 3. Comparison of all candidate algorithms on topology A, a typical arrangement of skills 
into a multi-level hierarchy. Two candidate algorithms (*) yielded statistically significant im-
provements over random selection and were explored further in additional experiments. 

Sensitivity to Skill Tree Topology. We next examined the performance of the neigh-
bor divergence and overall divergence algorithms in tests about different general 
structures of instructional material that real-world instructors might employ. The re-
sults of this evaluation are shown in Fig. 4. 
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When instructors arrange skills in a flat, undifferentiated topology like topology B, 
the two adaptive algorithms tested perform equally well as would be expected when 
all nodes are neighbors to each other. We wanted to learn whether the two adaptive 
algorithms would perform much better (or worse) than random. We found perfor-
mance was comparable to the outcome for topology A. 

Topology C evaluated algorithm outcomes when the material being tested repre-
sents multiple skill clusters that are not closely related to each other. Not surprisingly, 
this topology challenged the single proficiency value algorithm. The single value was 
not sufficient for representing a student when the student could be very good at one 
group of skills and simultaneously poor at another. However, in this case the neighbor 
divergence approach still worked well. It was able to differentiate between a student 
who had scored poorly on a whole cluster of skills and one who had scored poorly on 
a single skill and might deserve a second chance on that result. 

Finally, we tested the algorithms on a highly interconnected topology D. This rela-
tionship graph reflected the case in which each skill being tested was related to sever-
al others. We wanted to explore whether the increased interrelationship would cause 
conflicts in the adaptive algorithms, for example in identifying outlier nodes. Also, 
simulated student proficiencies under this topology included fewer outliers and more 
subtle distinction between students due to multiple parent nodes pulling toward the 
mean during proficiency generation. However, we did not observe a performance 
degradation, and the adaptive algorithms still performed better than random. 

 
Fig. 4. Comparison of two adaptive algorithms on different arrangements of test skills. Both 
perform well, and the more complex algorithm reduces overall error more quickly when several 
unrelated skills must be assessed at once. 

5 Discussion and Conclusions 

The results of our experiments suggest that two adaptive algorithms, neighbor diver-
gence and overall divergence, are capable of controlling adaptive assessment in train-
ing settings that do not offer large amounts of empirical data, calibration time, or 
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formal expertise to fully characterize skill relationships and individual test items. At 
the same time, the algorithms are simple to explain and are likely to garner acceptance 
and adoption from practitioners in need of quick and efficient assessment. 

The empirical results we present are stable over a range of simulation parameters. 
In addition to the different skill hierarchies studied, we evaluated the assessment algo-
rithms under conditions of increased and decreased degree of imputation in scoring 
and noise in prior proficiency estimates. We found that adding imputation, that is, the 
ability to draw conclusions about more skills from a single test item presentation, 
benefitted all algorithms proportionally. Removing noise in the prior estimates, on the 
other hand, decreased the performance of the random baseline but increased the per-
formance of the adaptive algorithms. When prior estimates were accurate, random 
selection could not find the few estimates that needed updating, but the adaptive algo-
rithms could. We used these explorations to ensure the settings for both parameters 
were moderate in our evaluation. 

The experiments we present here will support adaptive assessment in a real-world 
training environment. We will next implement the best-performing neighbor diver-
gence algorithm in the readiness assessment system described above, where it will 
drive adaptive assessment for real students. In that setting, it will be possible to evalu-
ate with real instructors and students how well the algorithms perform in efficiently 
identifying skill gaps. In addition, we intend to use the same algorithms in other, re-
lated training settings. For example, the same algorithms could add information to a 
learner model and indirectly or directly drive selection of training scenario content. 
Therefore, many adaptive training systems that require extended time and effort to 
execute a scenario or otherwise have sparse data available could benefit. 
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The Tactical Interaction Simulator: Finding the 
Motivational Sweet Spot in Game-Based Language 

Learning 

W. Lewis Johnson 

Alelo, Inc., 12910 Culver Bl., Suite J, Los Angeles, CA 90066 USA 

Abstract. This is a late-breaking report on development and deployment of 
the TI Simulator, a game-based tool for learning communication skills in a for-
eign language. Learners practice their communication skills in spoken dialogs 
with animated characters. The TI Simulator is designed so that learners will 
keep practicing so that they develop good communication skills, develop confi-
dence in their ability to communicate, and maintain their skills over time. To 
achieve this it employs game-based techniques to optimize learner motivation. 
It is designed to find the motivational “sweet spot” in game-based learning, 
where intrinsic motivation combines with extrinsic motivation to promote learn-
ing to mastery and persistent effort. This article reports on findings from initial 
evaluations, and efforts to promote adoption by teachers as well as learners. 

Keywords: Simulation-based learning, motivation and affect, educational 
games, pedagogical agents, natural language processing, language learning, de-
ployment of AIED systems 

1 Introduction 

The TI Simulator (Tactical Interaction Simulator) is Alelo’s best example to date 
of serious gaming applied to language and culture training (Emonts et al., 2012). De-
veloped in collaboration with the Australian Defence Force School of Languages 
(DFSL), the approach has broad relevance for learning communication skills. 

As in Alelo’s earlier simulation-based language training courses (Johnson, 2010), 
the TI Simulator gives learners opportunities to practice their communication skills in 
immersive simulations, in which learners engage in spoken dialogs with animated 
characters. However unlike in other Alelo courses, the focus of the TI Simulator is 
entirely on the simulations. Our objective has been to make the simulations as effec-
tive as possible as a learning and sustainment tool. Learners enrolled in a classroom-
based language course can use the TI Simulator to develop and practice their conver-
sational skills, and develop confidence in their ability to employ those skills in a range 
of situations. Then after learners complete their initial course they can use the TI 
Simulator to continue to maintain their skills. 
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For the TI Simulator to succeed, it is critical that it optimize learner motivation. 
Many adult language learners experience performance anxiety, lack of self-
confidence, and other negative affect when speaking in a foreign language, and this 
contributes to student attrition and lack of persistence (Bailey et al., 2003). The simu-
lation-based approach gives learners opportunities to practice in an unthreatening 
environment, to build their self-confidence. But in addition to overcoming negative 
motivational factors, the TI Simulator should serve as a positive motivational influ-
ence. Learners should be motivated to use the TI Simulator, and this motivation 
should result in better learning. 

To promote learner motivation, we employ techniques from game design, in what 
has come to be known as gamification (Kumar & Herger, 2013). Game mechanics 
such as scoring and achievements can provide extrinsic motivation to engage in a 
learning activity. However the TI Simulator aims to beyond that—it seeks to find the 
motivational “sweet spot” where intrinsic motivation combines with extrinsic motiva-
tion to optimize learning.  Trainees learn as they play the game, they keep playing to 
achieve higher levels of attainment, they keep playing to achieve higher levels of 
mastery, and they learn outside the game in order to perform better within the game. 
Finding that sweet spot is not easy—it requires a proper integration of instructional 
design and game design, and it requires learner testing and iteration. 

To succeed the TI Simulator must be adopted by teachers as well as learners. To 
this end we have just completed an initial round of evaluations with students and 
teachers and students at the DFSL, and are using the findings from that evaluation to 
guide further development. 

2 How The TI Simulator Works 

 

Figure 1. A beginner-level tactical interaction 

The TI Simulator includes a collection of simulations of common interactions 
learners might have with local people. The learner plays the role of one of the sol-
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diers, while the other characters are controlled by intelligent agents. The Simulator 
utilizes a combination of automated speech recognition, natural language processing, 
and intelligent agent technology to implement the interaction (Johnson et al., 2012). 
When the learner speaks into the microphone the system recognizes the learner’s 
utterance, using a recognition grammar derived from the words and phrases in the 
curriculum. The system then interprets the intended meaning of the utterance, as well 
as the manner in which the meaning is conveyed. The non-player characters will react 
negatively if the learner speaks in an impolite or inappropriate way. The character 
behaviors are implemented as animations in the Unity3D game engine. 

Each simulation can be played at different levels of difficulty. Color codes are used 
to indicate the difficulty level. Red (i.e., hostile) encounters have the lowest level of 
linguistic complexity – the trainees mainly give orders to bring the situation under 
control. Amber encounters have the highest level of complexity – the attitude of the 
locals is uncertain, and might become friendly or hostile depending upon what the 
learner says and does. Providing multiple levels of difficulty helps to ensure that 
learners are playing at a level that is neither too easy nor too difficult for them, so 
they are motivated to master the current level and then progress to higher levels. 

As the learners practice the system performs a detailed assessment of learner per-
formance along multiple dimensions. Learners receive points for accomplishing each 
communicative objective in the scenario. They fail to gain points if fail to communi-
cate effectively, e.g., by failing to properly answer a local’s question, by resorting to 
an interpreter, or by provoking a hostile response. Learners are scored for using lin-
guistic forms that are appropriate for the situation, at the appropriate level of polite-
ness or directness. They gain points when they employ a wide variety of vocabulary. 
Learners get immediate feedback through the responses of the non-player characters, 
as well feedback at the end of the scenario. The detailed assessment helps learners 
understand clearly where they need to improve, so that they are motivated to improve.  

Learners can also select how much scaffolding they receive. At the beginner level, 
as shown in Figure 1 (left), learners are prompted with a choice of actions. They can 
receive hints as to what to say. They see a transcript of the conversation, both in the 
target language and in English. At higher levels these hints and prompts are progres-
sively removed, until the scaffolding pane is eliminated entirely.  

We use achievements to encourage learners to continue develop the ability to mas-
ter the simulations without scaffolding. Once they fully master a simulation at the 
beginner level they receive one gold star. To gain additional stars they must progress 
to the higher levels and demonstrate accurate performance without the scaffolding. 

3 Initial Evaluations 

The DFSL has just completed an initial evaluation of an alpha version of the TI 
Simulator for Tetum (spoken in East Timor), as well as a companion self-study course 
called the Operational Tetum Skillbuilder. Instructors and students participated in the 
evaluation. We chose to conduct the evaluation before the courses were complete so 
that we could use the findings from the evaluation to refine and improve the product. 
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The first question to answer in the evaluation was whether the game would func-
tion as expected for the learners and teachers, using the outdated computers and mi-
crophones available to the learners at the school. Given the complex combination of 
speech recognition, artificial intelligence, and 3D game technology integrated into the 
product, this was not a given. As it turned out the system performed quite well, at 
least for male users. Female users experienced some occasional difficulties with the 
speech understanding software, which we are working to correct. 

Initial indications are that the product is on its way to hitting the motivational 
sweet spot. The students and teachers agree that it is a fun and motivating way to 
learn, and a useful way to maintain language skills. The product will require further 
polishing before we know for sure that learners maintain a good flow of gameplay. 

There can be numerous practical barriers to adoption of a learning system such as 
this, and the experience with the TI Simulator is no exception. One issue is that the 
spelling standards for Tetum used by the DFSL have changed, and so the content in 
the TI Simulator has revised to use the new spelling, before it can be integrated into 
the DFSL curriculum. 

4 What’s Next 

We are now performing further enhancements to the TI Simulator, based on the 
evaluation feedback that we have received so far. We have received requests from the 
instructors for further improvements and new features, which will inform future de-
velopment. The final release is planned for August 2013, after which we plan another 
training session with the DFSL instructors. We look forward to receiving additional 
feedback from the teachers regarding the product, as well as learning how they envi-
sion putting the product to use in their course. 

References 

1. Bailey, P., Onwuegbuzie, A.J., & Daley, C.E. (2003). Foreign language anxiety and stu-
dent attrition. Academic Exchange Quarterly, Summer 2003. 

2. Emonts, M., Row, R., Johnson. W.L., Thomson, E., Joyce, H. de S., Gorman, G., & Car-
penter, R. (2012). Integration of social simulations into a task-based blended training cur-
riculum. In Proceedings of the 2012 Land Warfare Conference. Canberra, AUS: DSTO. 

3. Johnson, W.L. (2010). Serious use of a serious game for language learning. Int. J. of Arti-
ficial Intelligence in Ed. 20(2). 

4. Johnson, W.L., Friedland, L., Watson, A.M., & Surface, E.A. (2012). In P.J. Durlach & 
A.M. Lesgold (Eds.), The art and science of developing intercultural competence. 261-285. 
New York: Cambridge University Press. 

5. Kumar, J. & Herger, M. (2013). Gamification at Work: Designing Engaging Business 
Software. Aarhus, DK: Interaction Design Foundation. 

26



adfa, p. 1, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

SAS® Read Aloud: A Mobile App for Early Reading 

Jennifer L. Sabourin, Lucy R. Shores, Scott W. McQuiggan 

SAS Institute, 100 SAS Campus Dr. Cary, North Carolina 27513 

{Jennifer.Sabourin, Lucy.Shores, 
Scott.McQuiggan}@sas.com 

Abstract. Shared reading is an important instructional technique for developing 
literacy in young readers. It helps to develop print and phonological awareness 
and fosters motivation and enjoyment of reading. Mobile reading technologies 
have capitalized on some of the benefits of shared reading, but there has been 
limited systematic investigation into how they can be most effectively used to 
support early literacy. This work presents SAS® Read Aloud, a mobile iPad app 
for early reading with a design that is grounded by empirical research. We also 
identify opportunities for incorporating intelligent technologies to further im-
prove and understand early literacy learning. 

Keywords: Mobile learning, reading development, shared reading 

1 Background 

Reading skills are multifaceted and are acquired overtime beginning at a very young 
age. Before children being to demonstrate the skill of reading autonomously, several 
foundational skills develop during a period known as emergent reading [1]. Given the 
cumulative nature of the development of reading skills, increasing instructional quali-
ty at the emergent reader level has been identified as a powerful technique for pre-
venting reading difficulties later in development [1]. However, according to the 2011 
National Assessment of Educational Progress [2], on average, only 34% of US 4th 
graders demonstrated proficient reading status leaving the majority of students read-
ing at or below the basic level [2]. Furthermore, longitudinal investigations have iden-
tified 3rd grade reading performance as a critical variable for predicting children’s 
lifelong academic success [3]. Therefore, there is great motivation for enhancing chil-
dren’s experiences during the emergent and early reading stages.  

Shared reading has been touted as one of the most influential instructional tech-
niques for both phonological awareness and written language awareness development 
[1, 4, 5]. In fact, according to the Commission on Reading [6], “The  single  most  im-
portant activity for building knowledge required for eventual success in reading is 
reading aloud to children” (p. 23). Also known as joint book reading and storytime, 
shared reading occurs when a parent or more advanced peer reads aloud to a develop-
ing reader [4]. While reading aloud might seem casual and basic on the surface, sev-
eral longitudinal studies have shown shared reading experiences to be a better predic-
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tor of later reading performance than common educational predictors such as socioec-
onomic status or parent education [4, 7].  

Among the benefits of shared reading, these experiences allow emergent readers to 
practice and develop print and phonological awareness—skills necessary for further 
reading development. For example, by reading along with others, children are given 
opportunities to see written language in various forms (print awareness) as well as 
draw connections between text features such as written words and letters and spoken 
language (phonological awareness). Furthermore, shared reading creates a space 
where children can observe fluent readers modeling more advanced skills such as 
comprehension strategies and fluency [8]. Additionally, through reading aloud with 
friends and family, children can develop positive associations with reading, which 
have been shown to encourage and influence later motivation for reading [9]. 

Therefore, parents are encouraged to expose their emergent readers to literacy ex-
periences, such as shared reading, as often as possible, especially during the preschool 
years [4]. Moreover, while all shared reading experiences are valuable, the utility of 
the session as an instructional tool is dependent on quality [5, 8]. Research investigat-
ing eye gaze has shown that, without guidance, emergent readers generally focus on 
illustrations as opposed to text during shared reading sessions [10] and that children 
appear to benefit more from active sessions in which the reader engages the child 
using various attention-focusing methods [5]. As ubiquitous reading applications are 
becoming available on popular mobile devices, it is important to investigate how ap-
plication developers can leverage this technology to provide shared reading experi-
ences designed with best practices for reading development. 

2 SAS® Read Aloud 

SAS® Read Aloud is a mobile iPad application for early literacy centered around a 
digital library of freely available books. At the time of writing, this library consists of 
over 24 books designed to support different levels of literacy learners including early 
emergent, emergent, and early fluent readers. Each book may be read in one of three 
modes, designed to guide learners through different stages of reading: 

 Read to Me: In this mode, readers see words highlighted as the book is read aloud 
by a narrator. Readers experience the intonation, rhythm, and stress provided by 
each speaker. This mode is designed to engage readers in stories and offer an in-
troduction  to  text  that  may  be  beyond  the  learner’s  current  abilities. 

 Help Me Read: In this mode, readers are guided through the book and control the 
speaker's pace as each word is read aloud independently. Readers focus on devel-
oping both print and phonological awareness. This mode is intended to guide stu-
dents towards independent reading by drawing attention to individual words and 
how these combine to make sentences and stories. 

 Read by Myself: In this mode, readers are encouraged to read through the book 
independently with the ability to select the words they would like to be read aloud. 
This mode is intended to allow readers to build confidence in their reading abilities 
while supporting them when there are words they are unfamiliar with.  
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Each book includes a default narration designed to engage the reader and support 
development of correct pronunciation and intonation during reading. Additionally, 
SAS® Read Aloud encourages users such as parents, teachers or young readers to 
record themselves reading each story. During recording, the narrator follows the text 
that is being read aloud with their finger to indicate which word should be highlighted 
along with the recording. In this way, users can still enjoy all the features of the Read 
to Me mode including intonation and rhythm with the literacy support features of 
word-by-word highlighting. Narrators are also encouraged to record individual words 
with a focus on clarity and pronunciation to support the word-level learning encour-
aged by the Help Me Read and Read by Myself modes. Through these recordings, 
students will be able to listen to books recorded by people they know and love such as 
parents, grandparents, and teachers. It is hoped that this will develop a motivational 
and emotional connection to reading books with SAS® Read Aloud similar to that of 
one-on-one storytime. Together, these features seek to promote a love of reading and 
provide the tools for young readers to guide their own literacy learning. 

3 Proposed Directions 

Since its release, conversations with users have identified several important areas for 
future directions. Many users are interacting with SAS® Read Aloud in unexpected 
ways to further support early literacy. Most prominently, teachers are encouraging 
students to record themselves reading a story and listen to it to identify their own 
reading disfluencies. Some students are asked to listen to their own recording and 
compare it to an expert. Others are asked to complete multiple recordings to see how 
they have improved with practice. These patterns of interaction have prompted the 
development of additional features titled Practice and Progress. 

In this mode students are encouraged to record multiple practice readings of a 
book. Each recording is stored along with the date and time so that students may play 
back any earlier readings. During playback students, teachers or parents are able to 
identify areas of difficulty and indicate errors such as stumbles or mispronounced 
words. This information can be used in reports or feedback designed to demonstrate a 
student’s progress and improvement over time and encourage targeted reading prac-
tice. Furthermore, it is hoped that this mode can be used in place of traditional “prac-

 
Fig. 1. SAS Read Aloud                                Fig 2. Help Me Read mode 
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tice   your   reading”   assignments  often   given  by   teachers.  Now,   instead  of   relying  on  
student reports of the   time   they  spent   reading,   teachers  can  verify  students’  practice  
and easily assess any issues the student may be having.  

The inclusion of this mode opens several opportunities for intelligent modeling 
and adaptation. First, with user consent, practice recordings and annotations will be 
uploaded to a secure server for analysis. This is expected to result in a large corpus of 
early reader speech that can be used for building targeted speech recognition models. 
This, along with the annotation of errors, will aid in the development of automated 
identification of reader mistakes and fluency. In this way, mistakes can be highlighted 
automatically for users. Additionally, detailed fluency metrics can be tracked across 
time without requiring user annotation. The second major opportunity is to apply 
machine learning techniques to the corpus of annotated errors to identify common 
mistakes (e.g. compound vowels, or multisyllabic words). Learned models can then 
be incorporated into the application to guide users towards exercises or books that 
may help them practice in areas where they have difficulties. This will help the user 
receive the targeted support and practice they need to improve their reading skills. 
Finally, the corpus may be analyzed to identify patterns of how early readers learn to 
read. Data mining approaches can highlight common patterns of development and 
suggest new areas for investigation. Overall, intelligent modeling and adaptation pro-
vides significant opportunities for advancing the efficacy and impact of early reading 
applications with the goal of addressing the national need for more proficient readers. 

References 

1. Piasta, S. B., Justice, L. M., McGinty, A. S.,  Kaderavek, J. N.: Increasing young 
children’s   contact   with   print   during   shared   reading:   longitudinal   effects   on   literacy  
achievement. Child Development 83, pp. 810–820 (2012). 

2. National Center for Educational Statistics: The   nation’s   report   card:   Reading   2009: 
National Assessment of Educational Progress at grades 4 and 8. Washington D.C., (2009). 

3. Annie E. Casey Foundation: Early Warning! Why Reading by the End of Third Grade 
Matters. 1–62 (Baltimore, MD, 2010). 

4. Bus, A. G., Van IJzendoom, M. J.,  Pellegrini, A. D.: Joint Book Reading Makes for 
Success in Learning to Read: A Meta-Analysis on Intergenerational Tramission of 
Literacy. Review of Educational Research 65, 1–21 (1995). 

5. Lane, H. B.,  Wright, T. L.: Maximizing the Effectiveness of Reading Aloud. The Reading 
Teacher 60, 668–675 (2007). 

6. Anderson, R. C., Heibert, E. F., Scott, J. A.,  Wilkinson, I. A.: Becoming a nation of 
readers: The report of the Commission on Reading. Washington D.C., (1985). 

7. Senechal, M.,  LeFevre, J.: Parental Involvement in the Developent  of  Children’s  Reading  
Skill: A Five-Year Longitudinal Study. Child Development 73, 445–460 (2002). 

8. Fisher, D., Flood, J., Lapp, D.,  Frey, N.: Interactive Read-Alouds: Is There a Common Set 
of Implementation Practices? The Reading Teacher 58, 8–17 (2004). 

9. Baker, L.,  Scher,  D.  Beginning  Readers’  Motivation  for  Reading   in  Relation   to  Parental  
Beliefs and Home Reading Experiences.: Reading Psychology 23, 239–269 (2002). 

10. Evans, M. A.,  Saint-Aubin, J.: What Children Are Looking at During Shared Storybook 
Reading. Psychological Science 16, 913–920 (2005).  

30


