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Preface

Intelligent tutoring systems are generally designed to tailor instruction to the individual
student, but this does not mean that ITS-guided learning must necessarily be a soli-
tary activity. A variety of recent systems have demonstrated ways in which an adaptive
learning environment can incorporate and benefit from the presence of multiple learn-
ers. Similarly, students using computer-supported collaborative learning systems have
been shown to benefit from the introduction of adaptive support that targets the collab-
oration. In this workshop, we invite discussion and seek to explore ways in which the
combination of collaborative and intelligent aspects of a system can benefit the learner
by creating a more productive learning environment.

Researchers face many challenges when working with collaborative intelligent learn-
ing systems. This workshop will be a venue for people to discuss lessons learned about
the practical difficulties involved in implementing intelligent support for collaborative
learning and evaluating it in a rigorous manner. We encourage participants to share find-
ings and theories on how we can overcome the barriers to developing adaptive support
for collaboration in order to achieve results that a traditional ITS may not be able to
offer, such as increased motivation and social skills in addition to improved learning
outcomes.

One goal of this workshop is for participants to leave with a new set of ideas sur-
rounding techniques to consider (or avoid) when developing adaptive support for col-
laborative learning. In short, we wish to share knowledge about the unique challenges
we face in building collaborative intelligent learning systems. What techniques have
we found to be successful (or unsuccessful) in addressing these challenges? Why? And
how do we know that these systems are worth all this effort?

Workshop contributors have approached the intersection of collaboration and adap-
tive support in different ways, such as the use of adaptive domain models to prompt
collaborative discussion, the use of software agents to communicate directly with stu-
dent collaborators in order to support their interactions, and the use of new methods
to support asynchronous discussion. The workshop discussion will be focused on three
sub-topics, chosen based on the interests of program committee members and contribut-
ing authors.

Modeling and Assessment This area focuses on broad questions related to the mod-
eling and assessment of collaboration, such as: Which interactions do we want to
encourage or discourage in collaborative learning systems? How can we assess the
effectiveness of student interaction? This topic also includes questions about how
to leverage some specific advantage of collaborative intelligent learning systems:
How can a group’s understanding of the domain be modeled, in contrast to an indi-
vidual’s understanding of the domain? What are the relative advantages and disad-
vantages of supporting problem-solving in a collaborative scenario, in comparison
to focusing solely on interaction?

Collaborative Context This topic covers the advantages of taking a view of the collab-
orative context above the level of single actions of individual collaborators. Several
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granularities of support are possible in these systems, including the individual, the

group, and the community as a whole. How can we incorporate the context in which

the collaboration takes place into the support that an intelligent system provides?

What roles can/should the computer play in relation to the participating students

(e.g. tutor or learning companion)? Finally, how can we encourage the students in

a collaboration to monitor and support their own interactions?

Scale and Sustainability New research opportunities arise as a collaborative system

scales. Partner recommendation and group formation algorithms are examples of

ways that an intelligent system can make collaborative learning more effective, and

the value of these techniques increase with the number of participating students

to consider. What other techniques improve with scale? Given the additional time

and effort required to build support for collaboration into new intelligent learning

systems, what practical lessons can we share to expedite the development process

for future systems? How can we leverage existing architectures (either intelligent

or collaborative) in building new systems?

Each paper that follows plays a dual role: it is both a stand-alone introduction to an

ongoing research project and, within the context of the workshop itself, a shared marker

serving to ground the discussion in real-world experiences, studies, and systems. We

hope that you find these papers valuable in both of these roles.

June 2010 Ari Bader-Natal, Erin Walker, Carolyn P. Rosé

Workshop Chairs
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Assisting the facilitator: Striking a balance between intelligent and human 
support of computer-mediated discussions 
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Research on computer-supported collaborative learning (CSCL) is traditionally rooted in constructivism. It 
intensively focuses on how productive peer collaboration can be stimulated and sustained in meticulously designed 
computer-mediated environments. Within the field of e-discussions, for example, it has been found that providing 
sentence openers, software-embedded collaboration scripts, representational guidance and even the medium itself 
may improve the quality of online collaborative argumentation. The role of the teacher and his/her impact on these 
activities, on the other hand, has been regarded to a far lesser extent. Teachers do not only plan, design and give 
feedback on students' collaborative activities, but they may also play an important role during these activities: They 
moderate, coach and guide groups of students. The research on F2F settings has unequivocally shown the positive 
effects of carefully calibrated, non-intrusive human facilitation of small-group discussions on its quality. When this 
is achieved in an on-line environment, it is often referred to as e-moderation or e-facilitation.  

However, it is also known that e-moderation of group learning is not an easy task: Teachers not only have to 
monitor task progress and subject matter understanding, but the collaborative process as well. In an average-sized 
classroom or e-course with students working in small groups, the amount of information available to a teacher can 
become quite overwhelming.  Compared to face-to-face group learning, this workload is even increased in CSCL 
environments (and especially synchronous discussion formats), since it lacks many of the traditional cues that 
teacher use to detect group dysfunction or individual difficulties. Moreover, since most CSCL environments are 
student-focused they do not offer tailored moderator tools that will allow teachers to unobtrusively intervene and 
support group work. Although e-moderation is a challenging task, CSCL environments also offer an opportunity to 
support e-moderation: Since many aspects of the collaborative process are logged, this information can be made 
available to teachers with the help of teacher-tailored visualizations of group interaction features (i.e., awareness 
tools), alerts and off-line analysis tools. Teachers can subsequently use this information to determine which 
activities or interventions they further need to initiate.  

This combination of intelligent support for human facilitation of group processes seems to be particularly suited 
for ill-defined learning activities that involve multiple agents, such as small group discussions on social dilemmas 
and controversial issues. These activities do not have one (or even multiple) correct answers; the strength of a 
certain proposition or standpoint depends on the quality of the arguments brought forward to support it and to refute 
alternative views. In addition, such discussions often touch upon personal value systems and strong emotions. 
Guiding such discussions thus requires a deep understanding of rather complex group dynamics and subtleties. In 
the present paper, we describe a system that aims to capitalize on the combination of intelligent technology and on 
human expertise. This system, Argunaut, is designed to provide intelligent support for human facilitators of multiple 
discussions.  
 

2  Description of the environment 
 
The Argunaut system (De Groot et al, 2007; http://www.argunaut.org) is a platform, which combines two graphical 
discussion environments, among which Digalo (Asterhan & Schwarz, in press), a separate moderation environment 
and a module for user and session management. In this paper we refer to two of these components: (a) the Digalo v.2 
discussion environment, in which students log in to and participate in pre-assigned discussion sessions through 
diagram-like representations (see Figure 1 for an impression); and (b) the Moderator's Interface, from which 
teachers or tutors can monitor these discussions and intervene when necessary. The Moderator's Interface (MI) is a 
multipurpose tool that can be used for real-time moderation of ongoing discussions as well as offline analysis of 
completed discussions. Despite these multiple uses, the main design goal was to generate a user interface for real-
time moderation. It provides an interface capable of supporting simultaneous moderation of parallel discussions. It 
was designed in a collaborative, iterative design process involving pedagogical experts, technological experts, and 
teachers (Hoppe, de Groot & Hever, 2009).  

The main user interface is a single window with a predefined layout. A typical view is shown in Figure 1. The 
window contains four main components: The session and user list (left column), the main focus view (center), 
remote control panel (bottom center, collapsed to a button), and aggregated miniature views (right column). We will 
shortly describe the first three:  
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Figure 1. Main window of Argunaut’s Moderator's Interface.  

 
 

 
 
 
 
 
 

The session and user list includes tools for monitoring presence and for selecting groups and/or individuals 
within groups to be shown in the main focus view. Switching between different group discussions is done through 
this list. It is also responsible for showing alerts of important events in sessions other than the currently observed 
one. The alerting options that the MI offers range from the detection of superficial discussion features (based on 
keywords, inactivity, participation, responsiveness, etceteras) to alerts based on content-related dialogue analyses 
(e.g., patterns of reasoning, of interaction, see McLaren Scheuer & Mikšátko, in press). Since the alerting features 
were not activated in this study, we will not further report on them here.   

The main focus view shows detailed information on the currently selected discussion with the help of a range of 
awareness displays that are continuously updated in real time. They are designed to provide quick and accurate 
updates on group and individual processes. Figure 2 presents four of the array of Awareness Displays moderators 
can choose from. By default, however, the main focus view shows the session's discussion graph, which is almost 
identical to the discussants’ Digalo interface. Navigation through the main discussion graph enables the moderator 
to read the content of contribution (tooltip) and see how they are arranged. The moderator can resize and rearrange 
maps to follow the discussion as well as make patterns in the discussion appear clearer, all without affecting the 
discussants' environment.  

The Remote Control panel enables real-time moderation of discussions (see bottom column in Figure 1). It 
offers a collection of tools to intervene in the discussion without actually being defined as one of the map’s 
discussants and without acting from within the discussants’ EUE. The moderator can choose to send these 
interventions to all groups, selected groups or (a) selected individual(s) only. This then enables both private and 
public communication, since the interventions are shown on the screens of selected users only. The three most 
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relevant intervention options are (1) sending pop-ups with graphical and/or textual content; (2) attaching textual 
“stick-it” notes to one or more selected contribution shapes that are visually distinguishable from the discussants 
contributions; and (3) highlighting selected contributions. 

Figure 2. The four main Awareness Display tabs in the Moderator Interface.  
(a) Group Relations 

 
 
 
 
 
 
 
 
 
 
 

 

 
 
 
Each node represents a different discussant; width 
of links represents the frequency with which two 
discussants created links between each others’ 
contributions (exact number visible with tooltips) 

(b) User Activity 
 
 
 
 
 
 
 
 
 
 

 

 
 
 

 
The x-axis shows nr. of activities. The y-axis shows 
name of participants and different bar colors 
represent different type of activities (e.g., 
create/delete/modify shape/link) 

(c) Ontology Use 
 
 
 
 
 
 
 
 
 
 

 
 
 

 
 

Pie charts show relative frequency of the use of 
different shape types (left chart; e.g., argument, 
question, explanation, claim) and different link 
types (right chart; e.g., neutral, opposing and 
supporting) in the discussion graph. 

(d) Chat Table 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

 

Each column contains all the textual contributions 
from one discussant in a session. Contributions are 
vertically organized according to chronological 
order. Deletions or modifications are marked with 
the help of strike-through font and font colors.  

3   A short description of the study 
Twelve Israeli undergraduate students participated as discussants in this study. The discussions were not part of an 
existing course but were conducted in a co-located, laboratory type setting. One individual, Rhonna, moderated all 
discussions. She had mastered the technical aspect of Argunaut very well and had some, but not much prior 
experience with online moderation. Two moderated discussion sessions (1 two-group and 1 four-group session) 
were recorded with screen-recording software and converted to video-files. The topics for discussion discerned 
controversial topics: (1) the (dis)advantage of organized Holocaust Education trips for teenagers to Poland; and (2) 
whether the Gay Parade should be held in Jerusalem. These video files then displayed all the moderator actions and 
all the information received by the moderator within a given session. In addition, the actions of several discussants 
were videotaped with the same screen-recording technique. Two weeks following the experiment we interviewed 
Rhonna and several selected discussants separately, with the help of cued retrospective reporting, that is, they were 
asked to retrospectively comment on their actions while looking at the video file. Comments were audio-recorded in 
synchronization with the screen-recording files. 
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4  Selected findings and discussion 
Unfortunately, space limitations do not allow us to present the complete and rich analyses of the way the moderator 
interacted with the participant s and moderated the discussion in a caring, yet non-intrusive manner, how she 
developed different moderation strategies and how this development was closely related to the affordances 
embedded in the software (see Schwarz & asterhan, in press, for a full report). We will show here only one 
illustrative example of how, on the one hand, the different MI features supported the human moderator  in handling 
a particularly sensitive issue and how, on the other hand, the sensitivity, the empathy and understanding of complex 
social dynamics that a human expert can bring to the table was crucial in order to bring it to a successful solution.  

Rhonna’s initial strategy in both sessions was to observe the collaborative development of ideas and the 
contribution of each individual in it. This initial first strategy enabled Rhonna to notice particular behaviours that 
needed care. In one of the groups in the two-group session on educational trips to Poland’s Holocaust landmarks, 
Rhonna noticed that one particular student had not contributed at all. She then realized that this particular student, 
Sohier, is a Christian Arab, whereas the other two and herself were Jewish. At first, Rhonna was not sure whether 
this student is not comfortable discussing the topic or whether she did not understand the question. To clarify this 
with Sohier, Rhonna used the private channel of the MI. From the clear position in favor of trips to Poland that 
Sohier expressed right after Rhonna's inquiry, she understood that the issue is not lack of understanding, but is 
socially motivated. She then had to switch to the other group, however, to monitor and support their progress. Upon 
returning to Sohier’s group, her first care was to look at Sohier's engagement in the discussion by using the session 
and users session list to trace all her contributions and interactions in the discussion map.  She quickly realized that 
Sohier still did not genuinely engage in the discussion and that Sohier found a way to respond to her (writing that 
she cannot follow up on the moderator’s request). Rhonna immediately noticed this message and renewed her 
communication with her through the private channel. This time, she actively encouraged and supported her to 
participate. Among others, she stressed how her being different is actually an asset in the discussion, and carefully 
articulated a question that suggested how she could capitalize on her Palestinian identity to contribute to the 
discussion to the issue.  

The third time that Rhonna attended to Sohier’s engagement she used both the tracing options in the session and 
users list, as well as the Group Relations awareness display. She found that Sohier’s vertex still appeared isolated 
from the other vertices, indicating little interaction between her and the other two discussants. However, she noticed 
that Sohier was in the midst of writing something and decided to await the content of her contribution before 
intervening. After a few minutes, she returned to Sohier’s group and was pleased to find that Sohier had begun to 
express herself with a clear set of reasoned arguments. However, no one had reacted to her postings. In addition, and 
in line with the goal of the activity (critical, reasoned discussions) she would like Sohier to also consider alternative 
perspectives and be critical towards her own ideas. However, Rhonna hesitated on how to handle these two issues, 
since sending direct requests about either is likely to be interpreted as patronizing. She then browsed the Chat table 
for suitable postings by others that are relevant, but opposite to Sohiers’, and used the highlighting and “stick-it 
note” functions of the Intervention panel to gently draw their attention to their potential connection, without further 
direct instructions.  

This small sequence illustrates how an intelligent system can provide important information in a user-friendly 
way to support human moderators in their endeavors to facilitate several simultaneously running e-discussions. It 
also shows how in these ill-defined, complex, multi-agent activities human expertise and judgment is often called 
for to: (1) adequately evaluate the social and motivational dimensions of these complex interpersonal situations; (2) 
to flexibly and instantly adapt support for individual and group processes in ways that were foreseen or unforeseen; 
and (3) to intervene in a matter that is sensitive to these subtleties. The combination of intelligent support and human 
expertise then seems a promising combination. 
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Combining peer-assistance and peer-assessment
in a synchronous collaborative learning activity
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Abstract. One unique characteristic of learning systems that support peer collab-
oration is that these systems have the potential to supplement or replace software-
based representations of domain- and learner-models with the representations im-
plicitly formed by peers. In order to realize this potential, a collaborative activity
must sufficiently motivate peers to reflect, collect, and communicate these men-
tal models. Peer-assessment represents a class of activities that address this chal-
lenge by design. In this work, we describe a project, currently under development,
in which peer-assessment is melded with peer-instruction to create a new learn-
ing activity for an existing collaborative learning platform. We present the ratio-
nale behind the design of the activity, focusing specifically on how it draws from
and synthesizes the three modes of learning supported by the Grockit platform:
adaptive individual study, live collaborative small-group study, and instructor-led
skill-focused lessons. By treating teaching as a demonstration of learning, we
illustrate how a single activity can peer-assess mastery and peer-assist learning.

Keywords: collaboration, peer-tutoring, peer-review

1 Introduction

Part of the appeal of incorporating collaboration into an intelligent tutoring system is
that collaboration introduces the available network of learners as a new resource to
draw upon when designing and implementing the modeling and instruction processes.
In letting students work together, these systems enable peers to serve as a new source of
explanations, hints, and answers to unresolved questions and misunderstandings, which
supplements the domain-specific intelligence built into the system with the natural in-
telligence of a student’s cohort of peers. Additionally, the ability to interact with others
introduces a social component into the learning experience that serves as a motivation
for student engagement and retention [3]. However, just because students in these learn-
ing environments can engage in productive dialogue with their peers doesn’t necessarily
mean that they will. This poses a question to those who design collaborative learning
systems, representing both a challenge and an opportunity: How can we affect the na-
ture of student interactions by means of the design of the system itself? A variety of
approaches have been pursued to create productive student collaborations, include (a.)
leveraging game mechanics as a motivational structure to encourage specific types of
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engagement and interaction [1,2], (b.) determining appropriate opportunities during the
course of a peer study session to prompt students (or some subset of them) with sugges-
tions of a particular question to raise or topic to discuss [6], and (c.), defining specific
roles, responsibilities, or scripts for each student to follow when participating [4].

In this work, we introduce a project that is currently in-development at Grockit, in
which a new collaborative activity that combines peer-to-peer assessment and peer-to-
peer instruction, which is embedded within Grockit’s existing platform for synchronous
collaborative learning. In this activity, a student can elect to reinforce knowledge and
demonstrate mastery of a skill by leading a group of their peers through a sequence of
challenges, taking on the role of a peer-tutor rather than simply a peer. This is tenta-
tively called a TeachIt activity (“TeachIt to Grockit”). The outcome of the assessment
is determined based on a combination of peer-evaluation, self-evaluation, and a quan-
titative metrics collected automatically by the ITS during the session. Heffernan and
colleagues have built and studied tutoring systems that both assist and assess [5]. In this
work, we seek to examine that combination in a collaborative context. In combining
peer-assessment with peer-instruction, we believe that a system may be able to enhance
learning through more productive collaborations and enable students to demonstrate –
and be recognized by their peers for – mastery of specific skills in the domain.

2 Context: Grockit

As the TeachIt activity is situated within an established collaborative learning envi-
ronment, a brief overview of the Grockit environment can both motivate and ground
the design of the activity. Grockit (http://grockit.com) offers a web-based collaborative
learning platform through which students can learn primarily through working practice
problems, engaging in synchronous interactions with peers and with instructors, and by
reading and asynchronously discussing expert-authored explanations. While the plat-
form is currently being piloted in several school districts, most students use the system
on their own time, such as high-school students continuing to study over the summer
months or post-college students studying for graduate school entrance exams. For these
students, Grockit offers a venue for studying with other students who share a common
learning goal, which otherwise may not be feasible.

Three distinct modes of study are supported: (a.) individual practice, (b.) small peer-
group study, and (c.) instructor-led lessons. The algorithms and affordances used in
these three modes draw on three corresponding areas of research: (a.) Individual prac-
tice draws on work in the Intelligent Tutoring Systems field, including techniques for
adaptively choosing challenges based on statistical models of response likelihood. (b.)
Peer-group study draws on work on communicative activities in Computer-Supported
Collaborative Learning, such as techniques for discussion scripting and group forma-
tion [4], and (c.) Instructor-led lessons draw on collaboration tools common in the E-
Learning field, such as shared slides, whiteboards, real-time document editing, and au-
dio streaming.

Each of these modes of study offers a different combination of benefits and draw-
backs. Solo study offers the ability to target a study session to the specific needs of the
individual student, but lacks the motivational effect of a social experience. Group study
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offers a scalable approach to creating an environment where students can raise questions
and get immediate answers from others, but the quality of these collaborations may
vary. Instructor-led lessons offers a structured environment in which one person leads
the session, encourages discussion, and offers explanations and examples as needed, but
a limited pool of instructors makes lessons difficult to coordinate and to scale. One of
the goals for the TeachIt was to create a single activity that could draw on and combine
these various benefits while avoiding or alleviating the associated drawbacks.

3 Concept: TeachIt

The TeachIt is a group session initiated and led by one student, as a way for that stu-
dent to demonstrate their mastery of a particular skill in the learning domain. Domains
focused on declarative knowledge and those focused on procedural knowledge seem
to both be equally-suited for the activity. That student begins by selecting a skill for
the TeachIt, among a list of options that may be limited based on some criteria (e.g.
only skills that they have answered ten or more questions correct, only skills that they
haven’t already demonstrated mastery in, etc). The student can opt to begin the session
immediately or schedule it for some time in the future (allowing others to plan to at-
tend). When other students see the TeachIt in the list of joinable sessions, the special
nature of the activity is communicated: Within the TeachIt, there will be one student re-
sponsible for leading discussion, answering questions raised by others, and explaining
how to solve each problem. The session will not have the standard per-question timer
(to allow for longer discussion). The TeachIt includes a fixed number of questions, all of
which involve the specified skill. Finally, the student will be asked to complete a short
peer-evaluation form following the conclusion of the session. For the student leading
the TeachIt, expectations are also conveyed: their role in the session is explained, and
they are told about the self- and peer-evaluations that will follow the session, which
focus primarily on their ability to explain how to solve the problems as a demonstration
of their own understanding, and their ability to address questions posed by their peers.

Following the conclusion of the activity, students complete brief evaluations based
on a simple rubric. Free-text responses about the student’s session are also elicited, and
these are shared both with the student and with the community at-large. One possible
direction to pursue with the design of the activity, currently under consideration, would
be to make the record of each TeachIt publicly-accessible afterwards, effectively adding
it to the student’s public profile or participation portfolio.1 Finally, quantitative data col-
lected by the system itself may be taken into account, such as the number and difficulty
of questions that the student answered correctly. The primary factor for determining the
student’s success will be the scores from the peer- and self-evaluation rubrics.

Classifying the TeachIt activity – with respect to the individual practice, small-
group study, and instruct-led lessons – is not straightforward: The student leading the
session chooses the specific topic for assessment/instruction, so the choice is based on
that student’s individual study needs at the time (a benefit generally associated with solo
study). At the same time, the presence of other students in the session make it a social

1 Doing so may motivate students to treat the assessment more seriously, or it may instead
dissuade students from participating in the first place.
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activity (a benefit generally associated with small-group study). For the other partici-
pating students, the TeachIt offers structured leadership approximating an instructor-led
lesson, but without the scheduling restrictions inherent with a limited pool of available
instructors. The TeachIt format illustrates how a collaborative activity can cross the
boundaries of traditional modes of study, resulting in an experience in which peers play
an active role in both teaching and testing one another.

The TeachIt format was the result of one set of responses to a set of high-level
questions regarding how Grockit might assess mastery, such as: Is assessment done by
instructors or by peers? One-on-one or in group settings? Who initiates assessment?
What are the evaluation criteria? In using teaching as a demonstration of learning and
in simultaneously making peer groups responsible for performing the assessment, we
arrive at the design of a new activity that joins peer-assistance with peer-assessment in
the context of an existing network of synchronous collaborative learning.
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Abstract. This paper describes the use of independent open learner models that 
prompt spontaneous collaboration amongst students, and suggest that these re-
sults could be built upon in systems that offer more explicit support for collabo-
ration and student interaction. We focus in particular on the promotion of learn-
er discussion around their misconceptions.  

1   Introduction 

Misconceptions have been investigated in a range of subjects, with the goal to recog-
nise and understand learner 'knowledge' (e.g. [1],[2],[3],[4],[5],[6],[7]). While infor-
mation about misconceptions is regarded as important to help teachers improve or 
target their teaching [8], information about misconceptions is also argued to benefit 
learners [9], and has been found useful in open learner model contexts [10]. 

Open learner models (OLM) are learner models that are 'opened' to the user in a 
form that they can understand. Common model presentations include skill meters and 
concept maps (e.g. [10]). Externalising the learner model can help prompt reflection 
and metacognition [11]. Previous research suggests learners are interested in knowing 
their misconceptions [10]. Furthermore, work also shows that where learners can 
optionally release their learner model to peers, spontaneous collaboration can be 
prompted, including discussion of misconceptions [12]. This finding was with an 
independent OLM: an OLM independent of a full intelligent tutoring system - there is 
no system guidance (for individual or collaborative learning), beyond presentation of 
the model to the user (and their peers, if applicable) [10]. Therefore, in this paper we 
consider whether an OLM could provide further support or a focus for collaboration 
in environments where collaborative interaction is explicitly facilitated.  

2   Supporting Collaboration with Shared Open Learner Models 

The potential for OLMs to prompt discussion of conceptual knowledge and miscon-
ceptions was suggested based on results of a pen-and-paper task with pairs of co-
present students, after they had individually completed the same task [13]. The dis-
cussions (12 students / 6 pairs) demonstrated unprompted self-explanations and ex-
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planations to the learning partner; requests for explanations; statements of disagree-
ment; self-questioning; and both collaboration and peer tutoring. The majority of 
students demonstrated increased understanding at the end of the experimental session.  

A fully deployed independent OLM that indicates level of knowledge of a series of 
topics or concepts using skill meters, with specific statements of inferred misconcep-
tions - e.g. the '=' operator is used for comparison (C programming) - has also dem-
onstrated that students can be supported in collaborative face-to-face interactions even 
though it offers no explicit support for collaboration [12]. Students can choose wheth-
er to release their learner model to some or all peers in their course; whether to release 
this information named or anonymously; and whether to release it in the same way 
(named or anonymously) to different users. It was found that students did release their 
learner models to each other; that they undertook spontaneous face-to-face collabora-
tive discussions based on the contents of their respective learner models; and that such 
discussion often focused on resolving misconceptions. This included interactions 
amongst students who did not usually discuss their work with each other [12]. 

OLMs have also been used to support teams of students working together on group 
projects, allowing students to reflect on how group members are contributing to the 
project [14]; and in distance learning to help overcome the feeling of isolation, and to 
allow students to compare their progress to that of others [15]. 

3   Step-By-Step Presentation of Misconceptions  

AniMis uses the OLMlets [10],[12] learner modelling process (which builds a simple 
weighted model from multiple choice questions and permits viewing the OLM at any 
point during an interaction), but provides additional detail in the OLM. It allows stu-
dents to explore step-by-step descriptions of their misconceptions and compare these 
against step-by-step descriptions of the corresponding correct concepts, and has so far 
been implemented for C programming and chemistry. In each case, descriptions are 
available in text and animation, as in Figure 1. The top left of Figure 1 is a step-by-
step description of a concept; top centre is a simulation of the execution of a do-while 
loop; top right is an animation of a misconception. The bottom left shows a text de-
scription of a concept in chemistry; the lower middle gives an animation of a concept 
(simulating the chemical reactions taking place inside the cell, causing the flow of 
electrons and producing electricity). On the bottom right is an animation of a miscon-
ception (showing the electrons travelling through the solution to complete the circuit). 

An evaluation with 14 users was undertaken with the programming version of 
AniMis during a one hour lab. Two users had no misconceptions, so this study uses 
data from the 12 participants who held at least one misconception. Participants were 
from Electronic, Electrical and Computer Engineering, University of Birmingham, 
UK. They were taking an Adaptive Learning Environments course, and had previous-
ly completed a C programming course. Log data and questionnaires were analysed, 
and the lab session was observed by a researcher. In this study, the feature to release 
the learner model to peers in OLMlets (see [12]) was not available. 

The logs reveal 134 OLM viewings. All users accessed their model, with 2/3 view-
ing it more than 10 times (mean 17.625, median 11, range 2-31). Questionnaires indi-
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cate a majority of users found the OLM beneficial, but animations more useful (10 of 
the 12 users for misconceptions, 11 for concepts, no negative responses) than text (7 
for misconceptions, 9 for concepts, 1 negative response - for concepts only). Although 
not instructed or requested to do so, students were observed to spontaneously discuss 
their understanding and learner models with each other. Typical exchanges included 
asking for explanations when misconceptions were identified; and more knowledgea-
ble students spontaneously offering explanations or tutoring. In particular, some of the 
weaker students thought their misconceptions correct because the code output gener-
ated matched the correct answer, but then recognised the explanations of stronger 
students. These discussions typically involved 2-3 students who formed a group, 
mostly staying together for the session. Only 2 (of the 14 present) worked alone. On 
very few occasions did students ask for the correct answer, indicating a willingness to 
engage in collaboration and learning. Most discussion focused around animations. 
 

             

         

Fig. 1. Learner model views for C programming (upper) and chemistry (lower) 

4   Summary and Conclusions 

We have described an example of promoting spontaneous face-to-face discussion of 
misconceptions using OLMs. Previous work demonstrated face-to-face collaboration 
prompted simply by allowing students to release their models to each other [12]. The 
current study showed that even when users could not release their models to peers, 
they still came together spontaneously to discuss their OLMs, despite no instruction 
or suggestion that they should do so. Students claimed to find the OLM representa-
tions helpful. We therefore suggest that OLMs could be useful in prompting collabo-
ration and discussion of misconceptions in a range of contexts - where OLM presenta-
tions are simple (e.g. [12]) or detailed (AniMis); where the models can be shared, or 
not released to others. In addition to the independent OLMs introduced above, this 
approach may also be useful in adaptive learning environments that explicitly facili-
tate collaboration, as the principle of providing a starting point for learners to collabo-
rate and discuss their knowledge, still applies. Presenting learners with their inferred 
misconceptions and encouraging them to discuss these with each other, could be a 
powerful focus for the design of collaboration support. For example, concepts and 

The anode releases a positive ion into 
the solution while the electrons travel 
through the connecting wire towards the 
cathode, and the ions (positive and 
negative) flow from the salt bridge to 
balance the electrolyte charges in both 
sides (anode and cathode). 
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(possibly multiple) corresponding misconceptions amongst learners, could be pre-
sented in a group model for online or face-to-face discussion, with system prompting 
as appropriate for the specific collaborative learning environment. Alternatively, sys-
tem guidance for pairs/groups based on the kind of spontaneous learner groupings 
observed here, using the individual models of those participating, could be offered. 
Given the range of subjects in which misconceptions are found, we anticipate the 
approach to be broadly applicable. Future work will consider such issues with refer-
ence also to the nature of the misconceptions held and conceptual change (see [16]). 
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Abstract In this paper, we present a new approach for modeling student 

discussion threads using a state transition model. The goal is to understand 

patterns of student interactions that lead to collaborative learning and result in 

better performance in the class. The context is a question and answer type 

course discussion board that is used by undergraduate computer science 

students. A four-state model was developed based on an analysis of sample 

discussion threads. Different patterns of the ending state are compared for 

different group interactions such as interactions with and without instructor. 

Keywords: Student online discussions, discussion state model 

1   Introduction 

Online discussion boards are used to support collaboration in distance education and 

web enhanced courses. For project-based programming courses, collaboration can be 

critical for overcoming obstacles to timely project completion. In this work, we 

examine student discussions from a project-based undergraduate computer science 

course at the University of Southern California. Although the course is taught the 

same way every semester, student use of the class discussion board varies across 

semesters. Poor student participation, the absence of instructor participation, technical 

difficulties, and language barriers can all affect the success of the medium.  

Our goal is to be able to discern the various causes of success/failure by 

studying student interactions. In this paper we examine whether it is possible to 

characterize successful versus unsuccessful question and answer (Q&A) type 

discussions. We present a state transition model for analyzing discussion threads and 

show how the model can be used for evaluating and comparing student discussions 

from different semesters.  Our dataset consisted of forty randomly selected discussion 

threads -- twenty long threads (length greater than six messages) and twenty short 

threads (length less than six messages) -- out of a corpus of 177 threads. 

2   Characterizing Successful vs. Unsuccessful Threads with a State 

Transition Model 

In a Q&A type discussion, if an information seeker’s problems get resolved, we can 

say that the discussion reached a successful conclusion, or simply, that the discussion 
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was successful. What, then, makes one discussion thread successful and another 

unsuccessful? Successful discussions can be defined in many ways: “Is the initial 

problem resolved?” “How many answers do we have?” “Is instructor involved in this 

discussion thread?” and so on. We define successful discussion as a discussion in 

which all of an information seeker’s questions get resolved, including initial 

questions, related questions, similar questions, and questions about derived problems. 

A four-state model was developed based on an analysis of sample discussion threads: 

An initiation state, an understanding state, a solving state and a closing state.  

 

Fig. 1. State Transition Model 

 

In the first state (initiation), there must be a problem that exists, which is almost 

always proposed by the information seeker. A problem is an issue that makes it 

difficult to achieve a desired goal, and its context, which may include the author’s 

unique situation, issue or proposition.  In the second state (understanding), the 

problem is elaborated through communication with other users, who need to 

understand why this problem exists, and need to identify the obstacles that the user 

confronts.  Multiple messages may be required in this state, depending upon the 

problem type, for example, whether the problem is common or unusual, and the 

author’s ability to clearly describe the problem. In third state (solving), information 

providers give solutions, instructions, propositions, or hints that suggest solutions or 

actually solve the problem. The solving state may also require multiple messages if 

the information does not satisfy the seeker. Or, for example, if the information 

provider misunderstands the root cause of the problem, the state machine might 

transition back to the understanding state. 

In Figure 2, we describe four discussion thread examples with the transition 

model Threads a. and c. are long, and threads b. and d. are short. We labeled user 

roles (seeker or provider), message roles (sink or source), and speech acts, such as 

question, instruction, description done, issue, and proposition that can be 

automatically labeled by our classifiers [1,2]. Thread a. has all four states in sequence, 

ending with a closing.  Thread b. doesn’t go through the understanding state and 

closing is missing, but it ends with a solving state without an additional issue. Threads  

c. and d. are both considered unsuccessful since thread c. ends at the seeker’s 

initiation state and thread d. ends at the provider’s understanding state. There are 

other possible patterns that can be captured with the transition model.  For example, 

for difficult problems, students may stay in the understanding or solving state longer 

than average, making the thread longer. The model also provides clues about the type 

of student participation such as problem initiator, problem elaborator (in the 

understanding state), problem solver, etc. We expect that the state transition model 

will help us characterize the issues and qualitatively profile students. 
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Fig. 2. Discussion thread examples (a: I-U-S-C | b: I-S-I-S | c: I-U-S-I | d: I-U) 

Table 1.  State transition matrix examples.  

State Initiation Understanding Solving Closing 

In
it

ia
ti

o
n

  

I: 1. Other seekers’ 

agreement on initial 

seeker’s problem, 

e.g., “Me too, I ‘m 

getting the same 

error.” 

U: 1) To understand 

seeker’s problem, e.g., 

“How did you 

propagating your dirty 

bit?” 

 

S: 1) Provider’s answer with 

instruction, disagree, agree, 

proposition, or question, e.g., 

“Try putting them in a loop.” 

2) Seeker found his answer by 

himself, e.g., “I just got this.” 

 

 

U
 

Same as I. Same as U. Same as S.  

S
o

lv
in

g
 

1) Same as I. 

2) Same Seeker 

reports derived 

problems, e.g., “I 

found the reason of 

the problem and now 

I have another 

problem…”  

1) Seeker explains 

details about his/her 

problem and Providers 

ask about problem 

detail again until they 

understand the seeker’s 

problem correctly, e.g., 

“Then where did you 

set the flag?” 

1) Same as S. 

2) Seeker does not understand 

Provider’s answer message, 

e.g., “Where exactly can I get 

semaphore?” 

 

C: 1) Seeker 

thanks the 

Provider  

2) Provider 

gives praise 

to Seeker for 

solving the 

problem. 

 

C
lo

si
n

g
 

1) Same as I. 

2) Same Seeker 

reports derived 

problems, e.g., “I 

found the reason of 

the problem and now 

I have another 

problem…”  

 

 

 

 

 

 

1) If closing is reached by non-

initial problem provider and if 

initial problem was not 

resolved, he can bring state 

into Solving state, e.g., “But I 

am still getting bus error from 

…” 

Same as C. 
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Table 2.   State transition matrix frequencies. 

 Total (N) Initiation % Understanding % Solving % Closing % 

State L S L S L S L S L S 

I 36 20 11 5 11 15 77 80 - - 

U 11 - - - 81 - 18 - - - 

S 94 11 12 27 -  - 82 54 4 18 

C 3 - 66 - -  - - - 33 - 

 

Table 1 shows the circumstances for which state transitions occur and Table 

2 shows their frequencies, with significant frequencies highlighted. Each row 

represents a current state and each column represents the next state. For example, 

from understanding state to understanding transitions occur 9/11 times in the long set, 

and 1/1 time in the short set. We found that there are a few cases where students go 

through the ‘understanding’ state due to lack of clarity; but in most cases discussions 

go directly to the ‘solving’ state without discussing the presented issue. The solving 

state often consists of several messages before it reaches the final message or the 

closing state but shorter threads tend to contain a short solving state.  

Table 3 shows the results of analyzing transitions in discussions between 

instructors and students. We found that the instructor’s role in this course is very 

important, when we compare the average lengths of the discussion threads. 

Furthermore, when the instructor participated in the thread, the discussion ended at 

the solving or closing state in 26 out of 31 threads.   

Table 3.   Types of threads and their ending states.  

Number of threads ending at this state: 
Author 

Average 

thread length Initiation Understanding Solving Closing 

Instructor 6 msgs 3 5 23 3 

Students only 2.2 msgs 3 0 3 0 

3   Discussion  

It is difficult to understand the many different types of student interactions that occur 

in online discussions, and even more difficult to understand how they affect 

collaborative learning.  To assess successful versus unsuccessful interactions, we will 

compare state transition patterns from different semesters and relate them with student 

performance. By using large a data sample, we hope to better understand patterns of 

successful collaborative discussions while considering other factors such as user 

response time and degree of participation, and to analyze them further.  
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Abstract.  In addition to presenting relevant instructional content to learners in 
collaborative learning settings, intelligent conversational tutors must be good 
communicators to keep the students attentive and engaged. In our recent work, 
we have shown that tutors capable of performing both task-related (tutoring) as 
well as social behavior are more effective tutors than tutors that perform only 
task-related behavior. It is also important to consider that collaborative learning 
tasks in ill-defined domains (like engineering design) require students to 
negotiate among competing goals. Thus, automated tutors must be capable of 
supporting students with different roles and potentially competing goals. In this 
paper, we will describe the most recent implementation of the CycleTalk tutor 
using the Basilica architecture that demonstrates these social behavior and role 
supporting capabilities. Also, we briefly discuss results of an experiment using 
this tutor that optimizes the amount of social behavior in such learning settings. 
 
Keywords: social interaction, conversational agents, collaborative learning 

1   Introduction 

Conversational Tutors used in state of the art tutorial dialog systems have been shown 
to be effective support for collaborative learning groups [1]. Investigations on this 
promising educational technology have focused on exploring tutoring behaviors that 
are effective in delivering instructional content (like feedback, hints, interactive 
dialogs, etc.) relevant for the learning task in a timely manner. 

In this paper, we will describe a recent implementation of the CycleTalk tutor, 
which we have used as a vehicle for delivering and evaluating such interactive 
behavior. CycleTalk is an intelligent tutoring system that helps sophomore 
engineering students learn principles of thermodynamic cycles (specifically Rankine 
Cycle) in the context of a power plant design task. Teams of two students work on 
designing a Rankine cycle using a Thermodynamics simulation software package 
called CyclePad [2]. As part of the design lab during which this learning task is 
performed, students participate in collaborative design interaction for 30-45 minutes 
using ConcertChat, a text based collaboration environment [3]. The CycleTalk tutor 
participates in the design interaction along with the two students to provide 
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instructional support and help the students learn underlying thermodynamic concepts 
as they design. 

One of the interactive conversational behaviors we have recently studied is 
motivated from research in the field of small group communication. Empirical studies 
in this field [4] have shown that human participants in such groups perform both task-
related as well as socio-emotional interactive behaviors. Bales’ Interaction Process 
Analysis (IPA) schema identifies six categories that are related to positive as well as 
negative socio-emotional interactive behaviors. Using tutors capable of performing 
these social behaviors to support students in a freshmen mechanical engineering 
collaborative design task, we have shown that such tutors are significantly better than 
tutors that have no social behavioral capabilities [5]. In this paper, we will describe 
the implementation of eight social interaction strategies (Table 1) corresponding to 
two of the positive socio-emotional categories identified by IPA. 

Table 1.  Social Interaction Strategies 

1.   Showing Solidarity: Raises other's status, gives help, reward 
1a. Do Introductions: Introduce and ask names of all participants 
1b. Be Protective & Nurturing: Discourage teasing 
1c. Give Re-assurance: When student is discontent, asking for help 
1d. Complement / Praise: To acknowledge student contributions 
1e. Encourage: When group or members are inactive 
1f. Conclude Socially 
 

2.   Agreeing: Shows passive acceptance, understands, concurs, complies 
2a. Show attention: To student ideas as encouragement 
2b. Show comprehension / approval: To student opinions and orientations 

 
The CycleTalk power plant design task involves designing a thermodynamic cycle 

that has multiple desirable design goals. Within practical constraints, these design 
goals conflict with each other. In order to help the students consider all of these goals 
in their designs, students participating in the design task are assigned one of two roles 
(pro-environment and pro-power production) that favor different design goals. In the 
next section, we will discuss implementation of behaviors that the CycleTalk tutor 
exhibits as a participant of the design group to identify student goals and providing 
instructional content to support specific goals or remain neutral. 

2   Implementation of the CycleTalk tutor 

The CycleTalk tutor has been implemented using the Basilica architecture [6] which 
provides the flexibility and representational power to build conversational agents that 
can exhibit rich interactive behaviors like the ones mentioned in the previous section. 
Agents built using the Basilica architecture are composed of a network of behavioral 
components that communicate and coordinate among each among through events 
propagated over the component network. 

The component network (20 components and 40 connections) of the CycleTalk 
tutor agent is shown in Figure 1. The ConcertChatListener and ConcertChatActor 
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      3 

components provide connectivity to the ConcertChat environment and isolate the 
components of the agent to allow easy integration with other environments if 
required. Text messages from the students are propagated through the component 
network after being annotated with semantic categories by the AnnotationFilter. 

 

 
Fig. 1. Component Network of the CycleTalk Tutor 

The interactive behaviors of the agent that are directly observable by the students 
are implemented by 4 manager-actor dyads. For example, the IntroductionsManager-
IntroductionsActor dyad implements the introductions behavior that is performed 
when the Social Interaction Strategy 1a is triggered. The PlanExecutor and the 
SocialController trigger relevant task-related and social behavior respectively. 

The PlanExecutor executes the tutor’s task-related interaction plan comprised of 
14 steps (including 4 tutorial dialogs) some of which may be skipped in the interest of 
time. One of the steps includes asking the students about their design goals which is 
performed by the GoalsManager-GoalsActor dyad. Based on a configuration 
parameter, the TutoringManager can favor one of the goals (or remain neutral) by 
choosing corresponding versions of the 4 tutorial dialogs when they are triggered. 

The SocialController implements the eight social strategies listed in Table 1. The 
strategies are triggered by rules based on the most recent plan step (for strategy 1a, 
1d, 1f), semantic categories of the most recent student turns (for strategies 1b, 1c, 3a, 
3b) and inactivity events by the ActivityDetector (for strategy 1e). In additional to 
these rules, the amount of social behavior is regulated using a Social Ratio parameter 
that specifies the percentage of all tutor turns that can be generated by the 
SocialController. For example, Social Ratio set at 20% limits the tutor to perform at 
most 20 turns generated by the SocialController for every 100 turns by the tutor. 

3   Choosing optimal amount of Social behavior 

We conducted an experiment to evaluate the effect of amount of social behavior 
performed by the CycleTalk tutor. 106 sophomore Mechanical engineering students 
enrolled in a sophomore course participated in the experiment. The students worked 
in teams of two to design a power plant. Teams were randomly assigned to one of 
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three conditions corresponding to different amounts of social behavior exhibited by 
the tutors. The three conditions included 1. No Social Behavior (None), 2. Tutor with 
Social Ratio of 15% (Low) and 3. Tutor with Social Ratio of 30% (High). 

Pre-test and post-tests were administered to the students individually before and 
after the design interaction with the tutor. The pre-test had one additional question 
than the post-test which was added to make the pre-test and post-test slightly 
different. 22 objective (multiple-choice) and 6 subjective (brief-essay) type questions 
common to both the tests were used to compute learning outcomes (Table 2). 

Table 2. Average Pre & Post test scores for each condition (Standard deviation in paranthesis) 

Pre-Test Post-Test Condition 
Total Objective Subjective Total Objective Subjective 
13.94 11.28 2.67 17.72 13.33 4.39 None 

0% Social (4.53) (2.91) (2.23) (4.09) (2.47) (2.04) 
14.00 11.38 2.62 18.59 14.77 3.82 Low 

15% Social (6.15) (4.16) (2.54) (4.72) (3.43) (1.74) 
14.08 12.03 2.06 17.72 13.75 3.97 High 

30% Social (4.46) (3.13) (1.88) (3.77) (3.07) (1.72) 
 

ANCOVA models for the three types of scores using pre-test scores as a covariate 
and condition as independent variables showed that there were no significant 
differences between the three conditions on the total and the subjective scores. 
However, there was a significant effect of the condition variable on the objective 
scores F(2, 97)=3.48, p < 0.05. A pairwise Tukey test post-hoc analysis showed that 
the Low (15%) condition was marginally (p < 0.07) better than both None (effect size 

High (e Besides confirming prior results 
[5], this study shows that excessive display of social behavior can be detrimental to 
task performance (learning). It is important to design tutors that perform an 
appropriate moderate amount of social behavior in collaborative learning settings. 
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Abstract. Adaptive collaborative learning support is a promising new method 

for facilitating student collaboration, in that support would be tailored to 

individual student needs. To investigate, we built the Adaptive Peer Tutoring 

Assistant (APTA) to support peer tutoring interactions in high school 

mathematics. The system uses existing problem-solving models from the 

Cognitive Tutor Algebra, a successful individual intelligent tutoring system, as 

a basis for interaction models that provide assistance to peer tutors on giving 

more conceptual help. As part of APTA, we built a model of ideal peer tutoring, 

a method for assessing the quality of actual peer tutoring, and several support 

mechanisms to guide students in tutoring more effectively. 

Keywords: intelligent tutoring, computer-supported collaborative learning, 

adaptive collaborative learning systems, peer tutoring 

1   Introduction 

A promising new method for facilitating student collaboration is by providing 

students with adaptive collaborative learning support (ACLS), where student 

interaction is analyzed as it occurs by comparing it to an ideal model, and support is 

provided based on this comparison [1]. Studies comparing adaptive to fixed support 

for collaboration have indeed been promising [2], but research into ACLS is still at an 

early stage. In our project, we investigate how to build an effective ACLS system for 

improving helping behaviors during peer tutoring. We developed a peer tutoring 

environment as an addition to the literal equation solving unit of the Cognitive Tutor 

Algebra (CTA), a successful intelligent tutoring system for high-school math [3]. 

During peer tutoring, students in the same class are paired and collaborate with each 

other at different computers. Peer tutors are able to see the peer tutee’s actions, but 

cannot solve the problem themselves. The peer tutor can give help and discuss the 

problem with tutees in a chat tool, by first labeling their utterance (e.g., as a hint) and 

then typing their message. Peer tutors can also give feedback, marking tutee actions 

right or wrong. In this paper, we describe support we have implemented within the 

context of this environment to improve peer tutor help. Although we have evaluated 

the system in a large-scale classroom study, due to space limitations, we will only 

discuss its implementation here. 
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2   The Adaptive Peer Tutoring Assistant (APTA) 

2.1   Modeling & Assessing Peer Tutoring 

In order to provide adaptive assistance to the peer tutor, we used previous research 

into how students benefit from giving and receiving help to construct a computational 

model of peer tutoring. Help should explain the reason behind a step using relevant 

concepts (conceptual help). It should be given at tutee errors (timely help), and target 

their misconceptions by explaining why a step is a mistake (targeted help) [4]. We 

used a simple model composed of 15 rules to represent how each peer tutor action 

mapped to these three skills. The model included an additional skill representing how 

accurately peer tutors used sentence classifiers (e.g., labeled their action as a prompt, 

error feedback, hint, or explanation). To assess peer tutor performance, the system 

used a combination of inputs. First, it used CTA domain models to see if tutees had 

recently made an error (and thus if they needed help). Next, it used student interface 

actions, including tutor use of sentence classifiers. Finally, it used Taghelper [5] to 

build a machine classifier trained on previous study data (kappa = .82 for the previous 

dataset) that could automatically determine whether students were giving help, and 

whether the help was conceptual. By using these inputs we determined which model 

rules fired, and then use Bayesian knowledge tracing [6] to maintain a running 

assessment of the three skills. More specifically, we relied solely on the machine 

classification to assess whether students gave conceptual help. We increased our 

assessment of student ability to give conceptual help any time an utterance was 

flagged as conceptual help. We decreased the skill assessment any time students self-

classified their utterances as hints or explanations, and the machine classifier labeled 

the utterances as not conceptual. We used a combination of student self-

classifications and problem-solving context to determine if students were giving 

timely help. For example, self-classified help after a tutee error was made incremented 

the skill, while help after the tutee took a correct step decremented the skill. Targeted 

help was assessed in a similar manner. After the tutee made an error, if peer tutors 

self-classified their utterance as a prompt or error feedback, we increased our 

assessment of this skill. If they self-classified their utterance as a hint or explanation, 

we decreased our assessment of this skill. To determine whether peer tutors were 

using sentence classifiers appropriately, we compared which classifier they selected to 

whether the system labeled their utterance as help.  

2.2 Adaptive Assistance to Peer Tutoring 

Based on the model assessment, we provided students with three kinds of assistance 

for their interaction support. Our first type of assistance, integrated hints, was used for 

instances where the tutor did not know how to help the tutee. In this case, the peer 

tutor could click on a hint button, found in the top right corner of the interface (see 

Figure 1), and receive a multi-level hint on both how to solve the problem and how to 

help his partner (bottom right of Figure 1). The hint opens with a collaborative 

component, and then contains the cognitive component that tutees would have 
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received had they been using the CTA individually. The collaborative component is 

drawn from one of the four peer tutor skills we are trying to encourage, and is 

adaptively chosen based on the current problem-solving context (e.g., it varies 

depending on whether the tutee has most recently taken a correct or incorrect step). 

The peer tutor is intended to integrate the collaborative assistance on what kind of 

help to give with cognitive assistance for how the tutee should proceed.  

There may be cases where even after examining the adaptive hints, the peer tutor is 

unsure how to use the hints to give the tutee feedback. We designed conceptual 

resources to further assist the peer tutor in constructing good help. For example, when 

the peer tutor clicks the “give hint” sentence classifier to prepare to compose a hint to 

his partner (located in the bottom left of Figure 1), he is presented with a resource 

(front and center in Figure 1), with content tailored to the current problem type, which 

provides examples of what a good hint would be within the context of this problem 

type. We had 4 separate sets of resources mapping to each type of sentence classifier 

(one for prompts, one for error feedback, one for hints, and one for explanations). As 

the resource presents several sample hints for the whole problem, the peer tutor has to 

actively process the resource in order to determine which kind of hint might apply.  

Once the peer tutor has given help, the computer may give a reflective prompt in a 

chat window that appears simultaneously to both students and targets peer tutor skills 

Figure 1. Assistance in APTA. 
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that need improvement. For example, the peer tutor may say “then subtract” rather 

than the more conceptual “to get rid of qcv, you need to perform the inverse 

operation.” In that case, the computer uses its assessment of the peer tutor’s help-

giving skill to give a reflective prompt like, “Tutee, do you understand the reason 

behind what the tutor just said?” This utterance is designed to get both students 

reflecting on the domain concepts behind the next step, and to remind the peer tutor 

that help should explain why in addition to what. Prompts were addressed to either the 

peer tutor or the tutee, and were adaptively selected based on the computer 

assessment of peer tutor skills. Students also received encouragement when they 

displayed a particular collaborative skill (“Good work! Explaining what your partner 

did wrong can help them not make the same mistake on future problems”). Only one 

reflective prompt was given at a time, and parameters were tuned so that students 

received an average of one prompt for every three peer tutor actions. There were 

several different prompts for any given situation. 

3   Summary 

In this paper, we described a method for assessing the quality of peer tutor help, and 

then described how a system can support a peer tutor based on the model. This work 

makes contributions to the modeling of student collaboration in its application of 

knowledge-tracing to collaborative skills, and its assessment of help quality using a 

combination of domain and collaboration information. The support we have 

developed provides three different paths by which students can improve their 

collaboration quality.  
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